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Abstract—Research on smart grid technologies has been ad-
vancing over the last years, producing novel practices concerning
mainly the power distribution networks. However, in many
countries these networks still operate in their traditional form,
without offering the real-time operational characteristics which
are essential for the utilization of the aforementioned practices.
On the other hand, due to the extent of urban power distribu-
tion networks, as well as the substantial cost of medium voltage
equipment, the full upgrade of these networks is in most cases
not a feasible option. In this work, alternative options of selective
automation upgrade in power distribution networks are offered,
corresponding to the desired operational status of these networks.
More specifically, the essential upgrades are analyzed for the
implementation of reliability improvement and loss reduction
techniques on such a network.

Index Terms—Power distribution, loss reduction, reliability im-
provement, network upgrade.

I. INTRODUCTION

T HE CONCEPT OF smart grids has received a lot of at-
tention over the last few years. Substantial research has

already been conducted on it, and even more is yet to come.
Novel technologies are developed, and novel services are envi-
sioned, aiming to provide power systems in general and power
distribution networks (DNs) in particular with an unprecedented
level of automation and intelligence.

The key of smart grids, the prerequisite for their implementa-
tion, is information. In order to program and utilize automated
actions on the power grid, the continuous knowledge of its op-
erational characteristics throughout its whole extent is essential.
Apart from that, the concept of utilizing automated actions on
the grid also presupposes the existence of automated switchgear
at its nodes, which will moreover enable the remote handling of
the system by its administrators.

These two prerequisites comprise at the same time the
greatest barrier that prohibits the large scale implementation of
the smart grid paradigm. This problem aggravates even more
in the case of medium voltage (MV) DNs, mainly due to their
extent and substantial branching. Because of these factors, for
any given network there are a relatively large number of nodes
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that have to be monitored, in order to continuously obtain
the network’s operational characteristics. Combined with the
increased cost of metering equipment for the MV level, due to
the measurement transformers involved, this issue makes the
cost prohibitive for the deployment of the essential equipment
in order to fully monitor such a network [1].

The scope of this paper is to provide a framework for the de-
termination of techno-economically viable selective upgrades in
power distribution networks, according to prespecified target ac-
tions. More specifically, in Section II the traditional structure of
contemporary MV DNs is analyzed, and a typical network seg-
ment is used in order to provide an indication concerning the
cost involved for its full automation upgrade. Subsequently, in
Section III procedures are provided for the determination of the
essential selective automation upgrade in MV DNs, with respect
to reliability improvement and loss reduction. In Section IV,
these procedures are presented as alternative upgrade options
for a real MV DN segment, in examples aiming to offer an in-
dication of the different operational benefits that may result ac-
cording to different selective upgrades. Finally, in Section V the
conclusions of the work are presented.

II. AUTOMATION UPGRADE IN MV POWER

DISTRIBUTION NETWORKS

A. MV Power Distribution Networks

Urban MV DNs in Greece consist of groups of interconnected
radial circuits, as shown in Fig. 1. The urban areas are sup-
plied with power through high voltage (HV) power lines, which
transmit the power from power plants. These power lines end
typically in HV/MV power substations, which in turn feed the
urban power distribution networks. The power lines intercon-
necting these substations may be underground cables or over-
head lines.

Considering a single feeder, as it can be observed in Fig. 2 it
will consist of a series of step-down transformers (20/0.4 kV),
interconnected in most cases of urban DNs by underground ca-
bles. The feeder is connected at both ends to a HV/MV power
substation, so as to be able to be supplied with power from two
alternative points. In both ends there is a MV circuit breaker,
one normally closed (NC) during operation and one respectively
normally open (NO). The MV/LV transformers are equipped
with manual load switches.

In such feeders, measuring capabilities exist only at the level
of the HV/MV power substations located at the ends of the
feeder. The respective distribution system operator (DSO) has
to estimate the condition of the whole network based on these
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Fig. 1. Typical topology of MV power distribution networks in Greece.

Fig. 2. Typical layout of an urban distribution feeder.

measurements. This task is of course rather complicated, con-
sidering the fact that urban DNs extend to hundreds of kilome-
ters of power lines, due to the large number and density of the
urban power consumptions.

DSOs have inevitably deployed a number of practical solu-
tions in order to overcome the difficulties resulting from the lack
of measurements. Public Power Corporation (PPC) for example,
the company who has acted until now as local DSO in Greece,
estimates the load of each MV/LV step-down transformer by

dividing the total load of the respective feeders among all its
step-down transformers in proportion to their rated power. How-
ever, this approximation may be valid for the planning of net-
work expansion, but it is far from reliable when it comes to
real-time operations.

B. Automation Upgrade

In order to obtain real-time information concerning the op-
eration of an urban DN, the deployment of specific equipment
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Fig. 3. Possible manual interferences for fault isolation.

at all its nodes is essential. This equipment includes fundamen-
tally for each node of the network (i.e., each MV/LV step-down
transformer) [1]:

• Three current transformers for the measurement of all
phase currents (typical cost: 2550 )

• Three voltage transformers for the measurement of all
phase voltages (typical cost: 3750 )

• One intelligent electronic device (IED) for the actual mea-
surements (typical cost: 1000 )

Apart from that, a communication system will have to be
deployed at each transformer, so as to transmit the measure-
ments to the HV/MV substations. This system may implement
according to the state of the art a GSM mobile connection, or
power line communications. In the case of power line communi-
cations, at least two capacitive or inductive couplers will have to
be installed (with a typical cost of 20 000 ), whereas the GSM
communication system has a typical cost of 1800 per trans-
former. The latter will be therefore used in the following calcu-
lations in order to improve feasibility.

Finally, the implementation of smart grid techniques on the
power distribution network may require the addition of an em-
bedded computer (with a typical cost of 500 ), a UPS (with a
typical cost of 500 ), and two motor driven MV load switches,
which may be remotely used in order to perform switching op-
erations (typical cost: 7000 , switchgear not included) [1].

The resulting cost for the deployment of the aforementioned
equipment at a single MV/LV transformer reaches 17 100 .
For the single feeder of Fig. 2, this corresponds to a total of
307 800 , which is prohibitive considering the large number of
feeders used in even a medium scale city.

III. SELECTIVE AUTOMATION UPGRADE FOR RELIABILITY

IMPROVEMENT AND LOSS REDUCTION PURPOSES

A. Reliability Improvement

Reliability improvement depends greatly on the time needed
for fault isolation and power restoration in the case of an outage.
The basic challenge for the DSO is to ensure the immediate
fault detection within the shortest possible segment of the feeder
that undergoes the outage. Usually, the shortest possible seg-
ment for fault detection is the line segment between two ad-
jacent distribution transformers. Therefore, fault isolation re-
quires the opening of the respective MV load switches at the
corresponding ends of the segment. As already mentioned, these
switches are in most cases manual in the DNs. Thereby, fault iso-
lation is implemented by the DSO via sequential movements of
technical personnel across the feeder, along with corresponding

manual switching operations. In Fig. 3 the possible manual in-
terferences for fault isolation are presented for the simple case
of a radial feeder. The basic disadvantage of DNs that lack au-
tomation and decentralized self-management constitutes in cru-
cial delays when immediate management of the network’s com-
ponents is required. PPC reports an average time of 2 hrs for
the manual fault isolation in large urban DNs in Greece, due to
traffic delays and manual switching operations.

For these reasons, automation upgrade with respect to relia-
bility improvement, in feeders with only manual load switches,
should initially be focused on upgrading the functionality of
these switches in order to permit remote control. The benefits in
this case correspond to the reduction of the time needed for fault
isolation and the respective reliability improvement. Naturally,
the level of the automation upgrade will also affect the mag-
nitude of these benefits. For example, it is expected that the in-
stallation of remote controlled load switches in every step-down
transformer could ensure power restoration in the minimum pos-
sible time. The notion of “Grid Smartness” is determined in this
case by the algorithm that will be selected to control the se-
quence of the appropriate switching operations, while the au-
tomation upgrade constitutes a prerequisite towards the imple-
mentation of a smart grid.

For the purposes of this work, it is considered that the multia-
gent system (MAS) presented in [2] is available for the process
of the automated fault isolation and the respective power restora-
tion after an outage in a DN. Using this MAS as a basis, different
investments on the DN are investigated, according to the selec-
tive upgrade of specific DN nodes, and the respective feasibility
is studied for each different test case.

B. Loss Reduction

Loss reduction in DNs is implemented by network reconfig-
urations. The idea of utilizing the structure of a DN in order
to cause loss reduction under normal operating conditions
was first formulated by Merlin and Back [3] in 1975. The
problem has been investigated by many researchers since then,
and a great number of algorithms have been proposed during
the last decades. Nevertheless, most of these aforementioned
algorithms deal with the problem only for fixed operating
conditions, since they propose a reconfigured topology derived
for constant loading conditions. On the other hand, the load
curves of real DNs indicate continuous load variations; hence a
question arises regarding the optimum reconfigured topology
given these variations. Some researchers [4]–[10] argue that
the DN reconfiguration for loss minimization should adapt to
load variations; however, the subject of the minimum tolerance
of load variations that would justify a new reconfiguration has
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Fig. 4. Test case DN segment.

Fig. 5. Sequential switching operations for fault isolation in the presence of remotely controlled load switches in the middle of the feeder.

not been fully investigated. It is of major importance to define
explicit criteria regarding the frequency of network reconfig-
uration due to load variations. Limited reconfigurations may
result in a significant divergence from the optimum solution
concerning loss reduction. On the other hand, seeking for an
optimum reconfiguration after any load change would cause
large computation effort and numerous switching operations.
The former is considered ineffective for real-time applications,
while the latter is expected to shorten the life cycle of the load
switches.

Loss minimization by network reconfiguration involves an
exhaustive search of the suitable pairs of switching operations.
Based on the problem formulation [11], for a network with
load switches the maximum number of switching operations
that should be examined for the static problem are . Natu-
rally, the complexity of the problem increases excessively for
real operating conditions, taking into account the network load
variations. In [12] the authors present an algorithm that incor-
porates load alterations in the reconfiguration process for loss
reduction. The results of this algorithm will serve as a basis for
the respective feasibility studies concerning the test cases of this
work.

IV. TEST CASES REGARDING SELECTIVE

AUTOMATION UPGRADE

A. Reliability Improvement by Selective Automation Upgrade

In order to justify that selective automation could improve
the management of DNs, the network in Fig. 4 is utilized as

TABLE I
INPUT DATA FOR RELIABILITY ANALYSIS

the test case in the following analysis. The network consists of
four underground feeders (feeders A, B, D, and E) along with
a standby feeder (C) that is used to serve some, or all loads of
the feeder that has suffered an outage. Simulations regarding
reliability analysis were implemented in Neplan software [13].
For the initial state regarding the network automation level it is
assumed that only manual sectionalizing switches exist.

Based on the typical manual procedure followed by the DSO
personnel for the fault isolation at a feeder, as illustrated in the
single feeder of Fig. 5, it is evident that the installation of remote
switches at both sides of the middle substation of the feeder
could cause immediate power restoration to almost half con-
sumers. In Fig. 5 it is assumed that the fault occurs at the 1st
half of the feeder; therefore remote controlled switches at feeder
#9 are operated properly to restore power to the healthy half of
the DN segment. For the other half of the DN segment, manual
operations are still needed until the fault is isolated between ad-
jacent substations. In the test case studied here, it is assumed
that two remote switches are installed in the middle substation
of each feeder in Fig. 4. In Table I the reliability data imported
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TABLE II
RELIABILITY ANALYSIS RESULTS FOR SELECTIVE AUTOMATION UPGRADE

in the software for the simulations are shown, and in Table II
the results concerning reliability improvement by this selective
approach are presented.

The reliability input data in Neplan for first order failure
modes, i.e., single failures, are mainly the failure rate and repair
time. The respective output data consist of the failure rate and
the duration of each power outage. Additional output data
correspond to the values for the system reliability indices and
the expected energy not supplied (EENS). Owing to their low
probability of occurrence, multiple outages are neglected.

The results presented in Table II indicate that the automation
upgrade of the sectionalizing switches at the middle substation
of each feeder only, could decrease system average interruption
duration index (SAIDI) and EENS index even by 50%. Further-
more, the annual benefit regarding the EENS index for the entire
network segment can reach 6103 kWh, which constitute in fi-
nancial terms an annual benefit of approximately 20 000 . For
the estimation of this benefit, the saved kWhs have been rated
with the value of the value of lost load (VLL) index [2]. The
investment cost for this selective automation upgrade could be
paid back within a time period of two years, considering the cost
for the substitution of eight manual sectionalizing switches with
remote controlled ones.

B. Loss Reduction by Selective Automation Upgrade

The investigation regarding the influence of load variations
on the optimum reconfiguration for the test case DN segment
of Fig. 4 has been implemented by applying the algorithm pre-
sented in [12]. For the definition of the initial static problem for
a fixed operational point it was assumed that the loads at every
node take the mean load values of month of March. The algo-
rithm was implemented for 10 000 scenarios with different load
composition. Load variation was simulated by stochastic uni-
form distribution and the utilized value for the deviation was set
to 50%.

The results indicate that the sectionalizing switches that de-
fine the optimum reconfiguration for the initial mean load values
participate to the majority of different static problems with al-
tered loads. In Table III the participating percentages of all pos-
sible switches that could be involved in optimum reconfigura-
tion, regardless of the load composition, are shown. Branches
marked bold correspond to the ones of the initial static problem.
It is obvious by the results shown in Table III that the optimum

TABLE III
LOAD VARIATION AND CORRESPONDING SWITCHING OPERATIONS

reconfiguration derived for a fixed operational point is expected
to keep defining the optimum solution for the most of the ex-
amined scenarios, even if the magnitude of loads varies within
a range of 50% from the initial mean values.

On the other hand, in some scenarios, different branches from
the aforementioned ones of the initial static problem participate
in the optimum reconfigurations. The aggregated group of the
branches in Table III determines the optimum real-time man-
agement of the network for loss minimization. It is reasonable
to assume that the automation upgrade of the respective nodes
in Table III should ensure remote network reconfiguration under
any load composition that is defined by real load curves. Such
an investment approach results in a significant lower cost when
compared to the automation upgrade of all load switches of the
network segment under study.
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Fig. 6. Differences in loss reduction between the initial solution and a scenario with different optimum solution.

TABLE IV
RELIABILITY ANALYSIS RESULTS FOR ADDITIONAL SELECTIVE AUTOMATION UPGRADE

However, in a selective automation upgrade, each selection
of a node to be upgraded has to be fully justified in terms of fea-
sibility. Therefore, an ad hoc investigation has been performed,
in order to confirm that the upgrade of all other nodes except
for the ones that present the highest participating percentages in
Table III is not essential. For this purpose, it was again assumed
that only the nodes with the highest participating percentages
are upgraded (the ones marked bold in Table III), and the di-
vergence from the optimum reconfiguration solution was calcu-
lated for all the scenarios in terms of loss reduction.

In Fig. 6 the scenarios for which the selected upgraded nodes
did not constitute the optimum reconfiguration are presented,
along with the divergence with respect to the actual optimum
solution for every case. As shown in Fig. 6, the greatest diver-
gence of the selected solution as compared to the optimum one
for all scenarios considered is only 2.5%. Furthermore, in al-
most 6000 of total 7183 scenarios for which a difference exists
in loss reduction as compared to the optimum solution, this dif-
ference is lower than 1%, and thus it may be considered negli-
gible. The crucial conclusion derived by these results is that the
reconfigured topology defined by the branches with the highest
participating percentages constitutes the optimum or near op-
timum solution under normal load variations, and hence normal
operating conditions. In this case, the annual benefit regarding
the EENS index for the entire network segment could result in
4677 kWh. In financial terms, this benefit corresponds to ap-
proximately 19 000 .

It is proposed to consider the results in Table III as a guide-
line that prioritizes automation upgrade when real-time loss re-

duction is desired. Selective automation upgrade in such a case
should refer to sequential automation upgrade starting from the
branch with the highest participating percentage at each feeder
towards the one with the lowest one.

C. Combined Selective Automation Upgrade

In the previous subsections, the selective upgrade of the net-
work segment under study is investigated for two distinct cases
of smart grid functionality. For each case, the results indicate
different nodes to be upgraded. The next step is to combine the
two solutions, assuming that the selective upgrade concerns all
the nodes proposed by the previous approaches.

Table IV illustrates how reliability could be further improved
due to this additional automation upgrade. It is observed by the
results of Table IV that when upgrading two more sectional-
izing switches, at both ends of the respective branch, the SAIDI
index could be improved even up to approximately 70% for
some feeders in comparison to the 50% of the first approach
with the automation upgrade concerning only the middle sub-
stations of all feeders involved.

A brief feasibility study indicates that the combined solu-
tion upgrades could result in an annual benefit regarding EENS
index up to 7290 kWh instead of 6103 kWh that resulted by the
first selective upgrade. This additional improvement equals to
an annual benefit by reliability improvement of approximately
30 000 .

The annual benefit by loss reduction as estimated in [1] could
be up to 2400 when the network is reconfigured once a day
for a specific time period. The total annual benefit by both reli-
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Fig. 7. Selective automation upgrade for the test case DN segment—automation upgrade for both reliability improvement and loss reduction.

ability improvement and loss reduction is estimated to 32 400 .
In Fig. 7 the upgraded network is illustrated concerning both
criterions for reliability improvement and real-time near op-
timum management for loss reduction. The total cost for the
proposed selective automation upgrade is estimated to approx-
imately 70 000 (56 000 regarding the installation of four re-
mote controlled switches in every feeder and 14 400 regarding
the installation of the GSM communication system at the up-
graded nodes of the network). Based on the annual benefit by
reliability improvement and loss reduction resulted by the up-
grade presented in Fig. 7 and analyzed previously, the payback
time is estimated to less than 2.2 years.

V. CONCLUSION

The cost of the essential upgrades could prove to be a big bar-
rier for the large scale implementation of smart grid techniques
in power distribution networks. This work provides guidelines
towards the selective automation upgrade in such networks, so
as to determine the prerequisites for specific targeted actions,
ensuring at the same time the feasibility of the respective invest-
ments. Upgrades have been performed in DNs with no previous
automation capabilities, in order to achieve real-time manage-
ment for reliability improvement and loss reduction. The sce-
narios studied involved these two targets both individually as
well as combined. Results show that in every case a satisfac-
tory equilibrium may be achieved between investment cost and
functionality.
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