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Abstract—Recently, Multi-User Selection Diversity (MUSDiv)
for single-carrier systems has been under extensive study on
account of the enhancement it provides to system performance
with minimum feedback requirements. However, its application
to multichannel systems is considered straightforward and thus, it
has not been thoroughly examined. In this paper, the performance
of MUSDiv is investigated when applied to the spread-spectrum
multi-carrier multiple-access system, where the scheduling has to
be performed for all the available channels and self interference
must also be considered. Specifically, based on the absolute and
normalized Signal-to-Noise-Ratio (SNR) scheduling algorithms,
two algorithms are presented, modified and optimized, so that
they can be applied on a subband instead of a single-channel
basis. Moreover, we propose a new scheduling scheme which
constitutes a trade-off between the previous schemes, concern-
ing fairness and capacity performance. The new algorithms
are related to the symbol Signal-to-Noise-plus-Interference-Ratio
(SNIR) instead of SNR and two interference models were devised
to this end. Closed-form expressions for the system capacity are
extracted for each case, which are compared with simulation
results. The research is also extended to the case of non-identical
user power profiles among the available subcarriers. The channel
state information required to utilize multi-user selection diversity
is already necessary for the most common combining schemes,
so no more feedback is actually needed.

Index Terms—Multi-User Selection Diversity, Orthogonal Fre-
quency Division Multiplexing, Proportional Fair-Scheduling,
Spread-Spectrum Multi-Carrier Multiple-Access, System Capac-
ity.

I. INTRODUCTION

D IVERSITY over time, frequency and space has been
summoned to deal with the issue of increasing capacity

in a wireless fading environment. In the case of multiple users,
wherein each user is considered to experience independent
fading, there is another form of diversity, known as Multi-
User Selection Diversity (MUSDiv). Research in this field was
initiated by the work of Knopp and Humblet [1], where it was
proven that the uplink system capacity is maximized when
the user with the highest instantaneous power is chosen to
make full use of the channel in one time slot. Meanwhile,
the remaining users are kept waiting until the channel state
changes and another user is picked. This scheme is carried out
in a TDMA fashion so that the selected user gets to transmit
for a number of time slots, until another user emerges. In [2]
Tse was led to the same conclusions for the downlink case.

The concept of multi-user selection diversity implies the use
of perfect channel estimation and a perfect feedback channel
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to communicate the channel features of each user. It also
states that the channel variations should be slow enough to
enable channel estimation, but also fast enough to prevent
the selected user from monopolizing the channel for a long
time. Unlike conventional communication design, fading is
considered an advantage to be exploited by the system [3].
Knopp and Humblet [1] seem to agree on this by showing
that this scheme can achieve higher capacity than a Gaussian
channel.

While the fading of each user is considered independent,
it is not necessarily identical, i.e., the average fading power
of each user may vary significantly for a number of reasons,
such as the distance from the base station. Thus, if MUSDiv is
employed, average system capacity will be enhanced, but low-
average-fading-power users may find it difficult to gain access,
leading to unfair treatment [3]. By utilizing this proportional
fair scheduling algorithm, the system chooses the user who
reaches a relative peak compared to the user’s own average
channel state, achieving fairness at the expense of reducing
system capacity. In [4] there is an improvement by increas-
ing the feedback. Yang and Alouini [5] view the original
proportional fair scheduling scheme from a more practical
perspective by substituting throughput with Signal-to-Noise-
Ratio (SNR), yielding the normalized SNR-based scheduling.

In [6] the issue whether multi-user diversity is worth the
amount of channel condition feedback was examined. The
performance of the algorithms proposed in [5] was investigated
considering reduced feedback by allowing each user to com-
pete for access only if the user’s channel quality is above an
optimal threshold. Several reduced channel feedback variants
are presented in [7], while the prevailing scheme introduced
by Yang, Alouini and Gesbert is thoroughly analyzed in [8].
Generally, MUSDiv can provide enhanced system capacity
with minimum channel feedback.

Viswanath et al. in [3] proposed opportunistic beamforming
for wideband channels as well, where frequency selectivity
is a reasonable hypothesis. Multi-user diversity can be put
to use in multicarrier systems, where the scheduling is per-
formed on a subchannel basis; the user with the best channel
conditions for a specific subchannel is selected for access for
that particular subchannel. All the aforementioned scheduling
algorithms can be easily adapted for a multicarrier system,
if the wideband channel is modelled as a set of parallel,
independent narrow-band subchannels, with every subchannel
considered frequency-flat. The amount of feedback will be
increased by a number of times equal to the number of
available subchannels. Moreover, multi-user diversity can be
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combined with power/bit allocation techniques in a Orthogonal
Frequency Division Multiplexing (OFDM) system [9], while
a more practical approach is found in [10], [11].

If the Multicarrier Code Division Multiple Access (MC-
CDMA) system is considered [12], the allocated bandwidth
is divided into L subbands, with each subband comprising
M subcarriers, and each user transmits one symbol in every
subband. This leads to multiple access interference (MAI),
which can be partially overcome by tracking the channel state
and utilizing frequency diversity. There is a dual approach for
the uplink, known as Spread Spectrum Multicarrier Multiple
Access (SS-MC-MA), introduced in [13]. In this scheme the
system provides one subband for each user who transmits
symbols in the same subband using CDMA, so that there is
self-interference instead of MAI. Uplink channel estimation
complexity is highly decreased in comparison with MC-
CDMA, since all the interfering symbols belong to the same
user, so they are transmitted in a synchronous manner and
experience the same fading.

The goal of this paper is to investigate the combination of
frequency diversity and multi-user selective diversity, which
exists in a spread-spectrum multicarrier multiple-access system
operating on a frequency selective channel. SS-MC-MA is a
scheme that assigns each user a set of exclusive subcarriers,
according to an FDMA scheme. From this perspective, it is
quite clear that if the set of subcarriers is chosen by exploiting
multi-user diversity, the outcome is a ”“dual” diversity scheme.
This paper examines MUSDiv algorithms that maximizes the
system capacity by selecting the most appropriate user for the
entire subband. Thus, the first part of the scheme is equivalent
to a wideband channel with MUSDiv, as described above,
with the main differences being the use of subbands (or set
of subcarriers) instead of single subcarriers, which a specific
user is assigned to and the introduction of Signal-to-Noise-
plus-Interference-Ratio (SNIR) to replace SNR.

Our work focuses on system capacity performance. Three
algorithms are presented in this paper; the first two are
extracted from the well-known absolute and normalized SNR-
based scheduling algorithms. A third one is introduced which
constitutes a balance between the two extremes, by increasing
fairness and reducing capacity performance. Each scheduling
scheme is examined by employing two different interference
modeling approaches, which eventually yield similar system
capacity expressions. In the first part, the three algorithms
consider the case where each user has identical short-term
average fading powers for all the subcarriers. The second part
considers the general non-identical subcarrier powers case.

The outline of the paper is organized as follows. In Section
II, the system and channel models used throughout the paper
are thoroughly analyzed. Sections III to VII delineate the
multiuser selection diversity algorithms proposed for SS-MC-
MA. Section VIII presents the simulation results and compares
them with the analytical expression obtained in the previous
sections. In Section IX concluding remarks are drawn.

II. SYSTEM AND CHANNEL MODELS

Let us consider a single-cell wide-band wireless commu-
nication model focusing on the uplink part between a base

station and K users. A total of N narrowband subchannels
have been allocated, organized into L sets of M subchannels
each, so that N = L×M . Each such set is called a subband.
SS-MC-MA is based on OFDM, thus the subcarriers are
orthogonal and the time slot length and OFDM subcarrier
spacing have been carefully chosen so that the flat fading
model can be adopted for each subchannel. However, the entire
channel bandwidth is greater than the channel coherence band-
width, a necessary hypothesis to induce frequency selectivity
and enhance frequency diversity gain [14]. In a classical SS-
MC-MA structure every user would be assigned one subband
to transmit its symbols. Depending on the multiple access
scheme, the number of subbands would have to be equal to
the number of users, otherwise not all users would be able to
transmit during the same OFDM symbol. This is not the case
here, since subbands are assigned with multi-user selection
diversity criteria.

Consequently, each OFDM subcarrier is considered narrow-
band, so the following simple channel model can be adopted

rkn (t) = hkn (t) xn (t) + nkn (t) (1)

where xn (t) is the complex transmitted signal in time slot
t on subcarrier n, rkn (t) is the complex received signal
from user k in time slot t on subcarrier n, hkn (t) is the
channel gain from user k toward the base station in time slot
t on subcarrier n, and nkn (t) is an independent, identically
distributed sequence of zero mean complex Gaussian noise
with variance σ2

n. A quasi-static fading channel model is used,
where the hkn (t) gains are independent identically distributed
(i.i.d.) random variables (RVs) with respect to subcarrier
(subscript n), but not necessarily identical between different
users (subscript k), though they remain independent and are
considered constant over a certain integer number of time slots.
The amplitude akn (t) of hkn (t) is assumed to follow the
Rayleigh distribution with probability density function (pdf)
given by

fak
(a) =

2a

Ωk
exp

(
− a2

Ωk

)
, a ≥ 0 (2)

where Ωk = (a2
k) is the short-term average fading power of

the kth user.
SS-MC-MA employs a combiner before the detector to

exploit frequency diversity. A user who has been granted
access to transmit in a subband can transmit M (full load) or
fewer symbols per OFDM symbol in order to preserve code
orthogonality and each symbol is multiplied by a unique code
and spread over M subcarriers.

SS-MC-MA analysis is identical to MC-CDMA if users and
user symbols are swapped. Therefore, following an approach
similar to the one in [15], the expanded received signal over
an infinite number of OFDM symbols has the following form

r(t) =

√
Es

M

∞∑

q=−∞

L∑

l=1

J∑

j=1

dlj(q)

×
M∑

m=1

alm (t) clmj (q) ej2πlm∆f(t−qTs) + n (t) (3)
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Fig. 1: Block Diagram of the System.

where dlj is the baseband symbol, Es

M is the power assigned
to each baseband symbol, the j index represents the jth
symbol transmitted in subband l which can range from 1 to J
(J = M in a fully loaded system), clmj denotes the orthogonal
spreading sequence chip (e.g. by using Hadamard codes [14])
corresponding to the lth subband, mth subcarrier and jth
symbol (the l index can be left out, as the users can employ the
same spreading sequences, since the spreading is performed
inside the subband and the subbands are independent), ∆f is
the subcarrier spacing equal to 1

Ts
, Ts denotes the baseband

symbol duration and n (t) is the same as nkn (t) above,
without the indices. The user index k has been replaced
by the subband index l, to illustrate the fact that users are
not exclusively assigned subbands, but rather contend with
each other for the use of each subband according to a multi-
user selection diversity algorithm. Moreover, q represents the
OFDM symbol and can only take discrete values, while the
bit-shaping pulse has been omitted. Intersymbol interference
(ISI) is considered to be completely avoided by using the
appropriate guard interval. However, the guard interval has not
been taken into consideration in computing the total power or
the total symbol duration, for the sake of simplicity.

The system model described so far is summarized on Fig.
1, which illustrates a basic SS-MC-MA system. However,
subband assignment is not performed in a round-robin (or
random) fashion; instead, by employing Channel State Infor-
mation (CSI), Multi-User Selection Diversity schemes are used
(see the next sections).

The channel model properties required to extract the SNIR
form have been described above excluding the self-interference
issue. Two models have been devised to study this case, each
one leading to a different decision variable.

A. Interference Model I

Assuming coherent correlation reception, the decision vari-
able for the jth symbol of the lth subband, for the zeroth
OFDM symbol is

Rlj = Re{
M∑

m=1

wlm (t) clmj
1

Ts

∫ Ts

0

r (t) e−j2πlm∆ftdt} (4)

where wlm are the correlation weights according to selected
combining technique.

From (4), after integration the decision variable becomes

Rlj = Re{
M∑

m=1

wmj (t) rmj}. (5)

Assuming the hypotheses of [16] for single-carrier DS-
CDMA, this expression for the decision variable is similar
to that for MC-DS-CDMA [17]

Rlj = dlj

M∑

m=1

wmjalm

√
Es

M
+

M∑

m=1

wmj(IMlm
+ n) (6)

where for the purpose of simplicity and without loss of
generality, the time representation has been omitted and IMlm

represents the interference induced by the remaining J−1 user
symbols transmitted simultaneously in subband l. For a large
number of subcarriers and symbols per subband (M×(J−1)),
the second term of (6) represents additive white Gaussian noise
(AWGN) with zero mean and variance σ2

n = N0/2 and self-
interference from the symbols of the same user. The latter
can be approximated by a Gaussian random variable with
zero mean and variance σ2

Mlm
= (J−1)EsΩlm

2M , where Ωlm

depends on the subband and subcarrier indices, since the users
are selected using MUSDiv and matched filtering reception
is assumed 1. Following the analysis in [17], i.e., if AWGN
and self-interference are considered independent, an equivalent
interference-plus-noise random variable can be defined with
power spectral density equal to

Nelm

2
= σ2

n + σ2
Mlm

=
(J − 1)EsΩlm

2M
+

N0

2

=
N0

2
(1 + (J − 1)γlm) (7)

where γlm = Ωlm(Es/M)/N0 = ΩlmEb/N0 is the average
SNR/symbol of the lth subband and the mth subcarrier. As a
result, Rlj is a conditionally Gaussian RV with mean

E[Rlj |{alm}M
m=1] =

(
M∑

m=1

wmjalm

)√
Es

M
(8)

and variance

var(Rlj |{alm}M
m=1) =

M∑

m=1

w2
mj

Nelm

2
. (9)

Supposing symbols with equal probability, the lth subband
conditional SNIR is given by

SNIR({alm}M
m=1) =

(E[Rlj |{alm}M
m=1])

2

2var(Rlj |{alm}M
m=1)

(10)

which, by using (8), (9), results in

SNIR({alm}M
m=1) =

Es

M

(∑M
m=1 wmjalm

)2

∑M
m=1 w2

mjNelm

. (11)

1This approximation is valid for a large number of interferers and random
spreading sequences; the matched filter receiver employed in this work is
independent of the signature sequences used, so no actual reference to the
type of codes used is made [18].
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The maximum conditional SNIR is achieved by using
weighting coefficients according to the Maximal Ratio Com-
bining (MRC) rule

wmj =
E[Rlj |{alm}M

m=1]

var(Rlj |{alm}M
m=1)

=
2alm

Nelm

√
Es

M
. (12)

Therefore,

SNIR({alm}M
m=1) =

Es

M

M∑

m=1

a2
lm

Nelm

=
Eb

N0

M∑

m=1

βlmγlm

(13)
with βlm = 1

1+(J−1)γlm
and a2

lm = γlm, Eb = Es

M .
Equation (13) can be modified to include the transmitted

SNIR

SNIR({alm}M
m=1) =

M∑

m=1

glmγlm (14)

where glm = Eb

N0+(J−1)EbΩlm
.

B. Interference Model II

Under the assumptions made so far, uplink SS-MC-MA
is equivalent to downlink MC-CDMA; therefore the analysis
in [19] can be followed to approximate the received symbol
SNIR. The decision variable in this case follows from (6)

Rlj = dlj

M∑

m=1

wmjalm

√
Es

M

+

√
Es

M

M∑

m=1

J−1∑

i=1

dliwmjalmclmjclmi cos(θ̂mi)

+ η (15)

where θ̂mi = θmj − θmi. If MRC and orthogonal codes

are used and
√

Es

M is omitted for simplification purposes, the
decision variable becomes

Rlj = dlj

M∑

m=1

a2
lm +

J∑

i=1, i6=j

dli




M
2∑

m=1

a2
l, −

M
2∑

m=1

a2
l,bm


+ η

(16)
where am, bm are integer-valued, am, bm ∈ [1, M ] and am 6=
bm.

The second term in (16) is the self-interference which com-
prises M × (J−1) interferers. Under Gaussian approximation
the variance of the interference term is σint = M(J − 1)Ωl,
where the user has been considered to have the same short-
term average power over all the subcarriers of subband l, equal
to Ωl.

The third term in (16) represents AWGN which has a total
variance of ση = MΩl, where the symbol power has been
omitted (considered equal to one). As a result the SNIR per
symbol is

SNIR({alm}M
m=1) =

(∑M
m=1 a2

lm

)2

M(J − 1)Ω2
l + MΩl

= gl

(
M∑

m=1

a2
lm

)2

(17)

where gl = 1
M(J−1)Ω2

l
+MΩl

.
If the user average powers in different subcarriers are not

identical then the power spectral density is slightly modified
as σint = (J − 1)

∑M
m=1 Ω2

lm.
The noise term is also changed as ση =

∑M
m=1 Ωlm and

the symbol SNIR is given by

SNIR({alm}M
m=1) =

(∑M
m=1 a2

lm

)2

(J − 1)
∑M

m=1 Ω2
lm +

∑M
m=1 Ωlm

= Gl

(
M∑

m=1

a2
lm

)2

(18)

where Gl = 1

(J−1)
∑

M

m=1
Ω2

lm
+
∑

M

m=1
Ωlm

.

It is quite clear that the main difference between the two
models is that, in the first model, the gaussian approximation
is performed before applying the MRC rule and interference
is extracted for each subcarrier. The opposite is done in the
second model where the total interference is extracted (after
the combining). As a result, the first model includes the
instantaneous gains in both the self-interference and the noise
term, while the second model constitutes a more statistical
approach. However, the gaussian approximation is performed
for J − 1 terms in the first model and M(J − 1) terms in the
second one; thus the approximation is more accurate for the
latter model.

Hereinafter, Interference Models I and II will be referred to
as Models I and II for simplicity.

C. Capacity

Expressions (13) and (18) yield the conditional SNIR per
symbol. The normalized average conditional system capacity
is given by the sum of subband and symbol capacities

Ctotal =

L∑

l=1

M∑

m=1

∫ ∞

0

log2(1 + γl)fγl
(γ)dγ (19)

where γl is the subband-symbol conditional SNIR, i.e., γl

equals SNIR above. Since all the selected user’s symbols
are transmitted simultaneously and are subject to identical
fading conditions, they all have the same conditional SNIR,
thus equation (19) normalized by the number of total symbols
yields the normalized average conditional per symbol capacity
for the fully loaded case (J = M )

C =
1

ML

L∑

l=1

∫ ∞

0

log2(1 + γl)fγl
(γl)dγl. (20)

From (13) and (18) it is evident that the conditional SNIR
is maximized for a given set of user average fading powers
when the sum of instantaneous squared channel gains is
maximized. Therefore, the average normalized capacity in
(20) is maximized when the sum of instantaneous squared
channel gains (the sum of instantaneous subchannel SNRs) is
maximized for each subband, which is quite intuitive. This
concept forms the basis for the algorithms presented in the
following sections.
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Ctotal =
J

(M − 1)!

L∑

l=1

K∑

i=1

K−1∑

j=0

K∑

i1,i2...ij=1,
i1<i2<...<ij ,
i1,i2...ij 6=i

M−1∑

ρ1,ρ2,...ρj=0

(−1)jD1,I(
g†i

)M

∫ ∞

0

log2(1+ζ)e
−ζ( 1

g
†

i1

+ 1

g
†

i2

+...+ 1

g
†

ij

+ 1

g
†

i

)

ζρ1+ρ2+...+ρj+M−1dζ

(28)

III. ABSOLUTE SNR-BASED SCHEDULING

This algorithm is valid when the user powers are i.i.d. or
independent, non-identically distributed (i.non-i.d.) with each
other, but each user retains the same average power within one
sub-band, i.e. average powers are independent of index m.

It is apparent from (14) and (18) that, excluding subchannel
average gains (when these gains are independent of the sub-
carrier index m), the second case is simplified to the square
of the first one. This deduction will be used to extract closed-
form solutions for the second interference model, based on the
first one.

A. Model I

According to the absolute SNR-based criterion, user k∗
is selected to transmit all the symbols in subband l for the
duration of time slot t if

kl
∗ (t) = argmaxk=1...K

{
gk

M∑

m=1

γmlk

}
. (21)

The pdf of the instantaneous SNR γm of user k is an
exponential distribution2 [17]

fγmk
(γ) =

1

Ωk
e
− γ

Ωk (22)

and the pdf of the sum of SNRs of user k for subband l is
the sum of exponential RVs with the same average power Ωk,
if each user is considered to have the same average power
for all subbands. If we multiply by the coefficient gk (i.e.
γk = gk

∑M
m=1 γmk) and define g†

k = gkΩk

fγkmax
(γ) =

( γ

g
†

k

)M−1

g†k(M − 1)!
e
− γ

g
†

k , γ > 0. (23)

RV γ, which is commonly used to represent SNR, will
be hereinafter denoted by ζ to avoid confusion with the
generalized incomplete gamma function introduced later on.

According to (21), subband l is assigned to the user with
the maximum mean (with respect to subcarriers) instantaneous
SNIR. The Cumulative Distribution Function (CDF) of the
max of γk is given by

Fγkmax
(ζ) =

K∏

k=1

Fγk
(ζ) (24)

2The lth index is omitted as one subband is being studied and each user is
assumed to have the same average fading for all subchannels.

where

F
γk

(ζ) =
1

(M − 1)!

[
Γ(M) − Γ(M, ζ/g

†

k)
]

=
1

(M − 1)!
γ
(
M, ζ/g†k

)
(25)

with γ(a, z) being the generalized incomplete gamma func-
tion as defined in [20, 6.5.2]

The pdf is extracted by differentiating expression (24) with
respect to ζ and after straightforward manipulations

fγkmax
(ζ) =

[
1

(M − 1)!

]K

K∑

i=1

ζM−1

(g†i )
M

e
− ζ

g
†

i

K∏

j=1, j 6=i

γ

(
M,

ζ

g
†

j

)
(26)

Using the finite series representation for the incomplete
Gamma function [20, 6.5.11 and 6.5.13] and transforming the
product to a sum of products, equation (26) yields

fγkmax
(ζ) =

[
1

(M − 1)!

]K

[(M − 1)!]
K−1

K∑

i=1

ζM−1

(
g

†

i

)M e−ζ/g
†

i

K−1∑

j=0

(−1)j

×
K∑

i1,i2...ij=1,
i1<i2<...<ij ,
i1,i2...ij 6=i

xi1xi2 · · · xij (27)

where xij = e
−ζ/g

†

ij
∑M−1

ρ=0

(
ζ/g†

ij

)ρ

ρ! .
By substituting (27) into (19) and exchanging the order of

summation and integration, the total capacity is given by (28)
at the top of the page. The integral in (28) is not a tabulated
one and it is solved in closed form in the Appendix. After
manipulations the system capacity becomes

Ctotal =
J

(M − 1)! ln 2

L∑

l=1

K∑

i=1

K−1∑

j=0

K∑

i1,i2...ij=1,
i1<i2<...<ij ,
i1,i2...ij 6=i

×
M−1∑

ρ1,ρ2,...ρj=0

(−1)jD1,I(
g†i

)M
A

−B1,I

1,I

× G1,3
3,2

(
1

A1,I

∣∣∣∣
1, 1, 1− B1,I

1, 0

)
(29)

where A1,I = 1

g†

i1

+ 1

g†

i2

+ ... + 1

g†

ij

+ 1

g†

i

,

B1,I = ρ1 + ρ2 + ... + ρj + M ,
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D1,I = 1
ρ1!ρ2!···ρj !

1(
g†

i1

)ρ1
(
g†

i2

)ρ2 ···
(

g†

ij

)ρj and

Gm,n
p,q

(
z

∣∣∣∣
a1, ...an, an+1, ..., ap

b1, ...bm, bm+1, ..., bq

)
is the Meijer’s G func-

tion [21].
Note, that Meijer’s G-function is a standard built-in function

in most of the well-known mathematical software packages.
In addition, Meijer’s G-function can be written in terms of
the more familiar generalized hypergeometric functions [21],
[22].

B. Model II

Similar to (21) above, user k∗ is selected to transmit all the
symbols in subband l for the duration of time slot t if

kl
∗ (t) = argmaxk=1...K



Gk

(
M∑

m=1

γmlk

)2


 (30)

while the pdf of the sum of SNRs of user k for subband l is

fγk
(ζ) =

( ζ
Ωk

)M−1

Ωk(M − 1)!
e
− 1

Ωk
ζ
, ζ > 0. (31)

The square of γk is obtained by using variable y = γ2
k and

then multiplying by Gk yielding γk = Gk

(∑M
m=1 γ̂mk

)2

.
This variable has the pdf defined below

fγk
(ζ) =

(
ζ

G
†

k

)M
2
−1

2G†
k(M − 1)!

e
−
√

ζ

G
†

k , ζ > 0. (32)

where G†
k = GkΩ2

k or G†
k = Ωk

M(J−1)Ωk+M .
Following the same procedure as in Model I, the required

pdf is

fγkmax
(ζ) =

[
1

(M − 1)!

]K K∑

i=1

ζ
M
2
−1

2(G†
i )

M
2

e
−
√

ζ

G
†

i

×
K∏

j=1, j 6=i

γ

(
M,

√
ζ

G
†

j

)
(33)

and the total capacity is given as

Ctotal =
J

(M − 1)!

L∑

l=1

K∑

i=1

K−1∑

j=0

K∑

i1,i2...ij=1,
i1<i2<...<ij ,
i1,i2...ij 6=i

M−1∑

ρ1,ρ2,...ρj=0

(−1)jD1,II

2(G
†

i )
M
2

1√
π

× G4,1
2,4

(
(A1,II)

2

4

∣∣∣∣
−B1,II , 1 − B1,II

0, 1
2 ,−B1,II ,−B1,II

)
(34)

where A1,II = 1√
G

′

i1

+ 1√
G

′

i2

+ ... + 1√
G

′

ij

+ 1√
G

′

i

,

B1,II =
ρ1+ρ2+...+ρj+M

2 and
D1,II = 1

ρ1!ρ2!···ρj !·
(
G†

i1

)ρ1/2(
G†

i2

)ρ2/2
···
(

G†

ij

)ρj /2 .

IV. NORMALIZED SNR-BASED SCHEDULING

A. Model I

According to this criterion, user k∗ is selected to transmit
all the symbols in subband l for the duration of time slot t if

kl
∗ (t) = argmaxk=1...K

{
gk

Ωk

M∑

m=1

γmlk

}
. (35)

If the instantaneous SNR is divided by the user average
fading power Ωk, the normalized instantaneous SNR γ̂mk =
γmk/Ωk has a pdf independent of Ωk

f
γ̂mk

(ζ) = e−ζ . (36)

The pdf of the sum of SNRs of user k for subband l
is the sum of exponential random variables with the same
average, multiplied by gk (i.e. γk = gk

∑M
m=1 γ̂mk) to form

the criterion (35)

fγk
(ζ) =

(ζ/gk)M−1

gk(M − 1)!
e−γ/gk , ζ > 0 (37)

which is identical to (23) above except that g†
k has been

replaced by gk. This is the pdf of the sum of normalized SNRs
which yields the SNR-related pdf

fγkmax

(
ζ

Ωi

)
=

[
1

(M − 1)!

]K K∑

i=1

ζM−1

(Ωigi)M
e
− ζ

Ωigi

×
K∏

j=1, j 6=i

γ

(
M,

ζ

Ωigj

)
(38)

The total capacity is then given by substituting (38) into
(19). Therefore, if the analysis in the previous section is
followed, the sum capacity yields the same result as in
(29) where A1,I and D1,I have been replaced by A2,I =

1
Ωi

(
1

g
i1

+ 1
g

i2

+ ... + 1
g

ij

+ 1
gi

)
and

D2,I = 1

Ω
ρ1+ρ2+...+ρj
i

·gρ1
i1

g
ρ2
i2

···gρj
ij

·ρ1!ρ2!···ρj !
respectively.

B. Model II

The subband selection criterion is modified by using the
Model II Gk coefficients and squaring the sum of instanta-
neous SNRs; user k∗ is selected to transmit all the symbols in
subband l for the duration of time slot t

kl
∗ (t) = argmaxk=1...K



Gk

(
M∑

m=1

γmlk

Ωk

)2


 . (39)

Following the above procedure, the pdf of the sum of SNRs
of user k for subband l is the sum of exponential random
variables with the same average (i.e. γk =

∑M
m=1 γ̂mk). The

square of γk is obtained by defining variable y = γ2
k and then

multiplying by Gk: γk = Gk

(∑M
m=1 γ̂mk

)2

. This variable
has the pdf below

fγk
(ζ) =

( ζ
Gk

)
M
2
−1

2Gk(M − 1)!
e
−
√

ζ
Gk , ζ > 0. (40)
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After manipulations similar to Model I, the pdf related to
the SNIR is

fγkmax

(
ζ

Ω2
i

)
=

[
1

(M − 1)!

]K K∑

i=1

ζ
M
2
−1

2ΩM
i (Gi)

M
2

e
− 1

Ωi

√
ζ

Gi

×
K∏

j=1, j 6=i

γ

(
M,

1

Ωi

√
ζ

Gj

)
(41)

The total capacity is given by (34) by replacing A1,II , D1,II

with
A2,II = 1

Ωi

(
1√
Gi1

+ 1√
Gi2

+ ... + 1√
Gij

+ 1√
Gi

)
and

D2,II = 1

G
ρ1/2

i1
G

ρ2/2

i2
···G

ρj/2

ij
·Ω

ρ1+ρ2+...+ρj
i

·ρ1!ρ2!···ρj !
respec-

tively.

V. SYSTEM NORMALIZED SNR-BASED SCHEDULING

A. Model I

A slightly modified scheme can be produced by changing
the normalization procedure of the first algorithm; instead of
dividing by the user’s average power, the mean system power,
excluding the user under consideration (i.e., as if the users
were i.i.d.), is used, multiplied by the average user power.

According to this criterion, user k∗ is selected to transmit
all the symbols in subband l for the duration of time slot t if

kl
∗ (t) = argmaxk=1...K

{
gk

Ωk

M∑

m=1

γmlk

}
(42)

where Ωk =

√√√√ Ωk

(K−1)

K∑

i=1, i6=k

Ωi.

Starting with (23), if g†
k is replaced by g‡

k to include Ωk,
i.e. g‡k = gkΩk

Ωk
, then

fγkmax
(ζ) =

( ζ

g
‡

k

)M−1

g‡k(M − 1)!
e
− ζ

g
‡

k , ζ > 0. (43)

As a result, the pdf related to the SNR is

fγkmax

(
ζ

Ωi

)
=

[
1

(M − 1)!

]K K∑

i=1

ζM−1

(
Ωig

‡
i

)M
e
− ζ

Ωig
‡

i

×
K∏

j=1, j 6=i

γ

(
M,

ζ

Ωig
‡
j

)
(44)

Therefore, if the analysis in the previous section is followed,
the sum capacity yields the same result as (29) by substituting

A1,I and D1,I with A3,I = 1

Ωi

(
1

g‡

i1

+ 1

g‡

i2

+ ... + 1

g‡

ij

+ 1

g‡

i

)

and
D3,I = 1

ρ1!ρ2!···ρj !
1(

g‡

i1

)ρ1
(
g‡

i2

)ρ2 ···
(

g
‡

ij

)ρj
1

Ω
ρ1+ρ2+...+ρj
i

re-

spectively.

B. Model II

The criterion is satisfied if user k∗ is selected to transmit
all the symbols in subband l for the duration of time slot t

kl
∗ (t) = argmaxk=1...K



Gk

(
M∑

m=1

γmlk

Ωk

)2


 . (45)

Following a similar procedure for the second model the pdf
becomes

fγkmax

(
ζ

Ω
2

i

)
=

[
1

(M − 1)!

]K K∑

i=1

ζ
M
2
−1

2Ω
M

i (G‡
i )

M
2

e
− 1

Ωi

√
ζ

G
‡

i

×
K∏

j=1, j 6=i

γ

(
M,

1

Ωi

√
ζ

G‡
j

)
. (46)

and the capacity is given by (34) by replacing A1,II , D1,II

with

A3,II = 1

Ωi


 1√

G‡

i1

+ 1√
G‡

i2

+ ... + 1√
G

‡

ij

+ 1√
G‡

i


 and

D3,II =
1(

G‡

i1

)ρ1/2(
G‡

i2

)ρ2/2
···
(

G‡

ij

)ρj /2

·Ω
ρ1+ρ2+...+ρj
i

·ρ1!ρ2!···ρj !

respec-

tively.

VI. ABSOLUTE SNR-BASED SCHEDULING FOR
NON-IDENTICAL SUBCARRIER POWER PROFILES

A. Model I

In this scenario each user is considered to have distinct av-
erage fading power coefficients for each subcarrier m and each
subband l. According to the absolute SNR-based criterion, user
k∗ is selected to transmit all the symbols in subband l for the
duration of time slot t if

kl
∗ (t) = argmaxk=1...K

{
M−1∑

m=0

γmlk

Nmlk

}
(47)

where the average SNIR Nmlk = N0

Eb
+(J −1)Ωmlk has been

inserted inside the summation since it is dependent on m.
The pdf of the instantaneous SNR γml of user k is an

exponential distribution, but each one has a different average
fading power Ωmlk for every subchannel (defined by sub-
band (l) and subcarrier (m) coefficients), so the pdf of the
SNIR/subcarrier (γ̂mlk = γmlk

Nmlk
) has a coefficient 1

gmlk
with

gmlk = Ωmlk

Nmlk
= EbΩmlk

N0+(J−1)EbΩmlk
.

The pdf of the sum of SNRs of user k for subband l
is the sum of exponential random variables with different
average fading powers gmlk γlk =

∑M
m=1 γ̂mlk which yields

a hypoexponential distribution [23]

fγlk
(ζ) =

M∑

m=1

1

gmlk
bmlke

− 1
gmlk

ζ
, ζ > 0 (48)

where bmlk =

M∏

j=1, j 6=m

gmlk

gmlk−gjlk
.
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Ctotal =
J

ln 2

L∑

l=1

M∑

m1, m2,..., mK=1

B4,II ·
K∑

r=1

2√
Gmrlr

K−1∑

p=0

(−1)p
K∑

n1,n2...np=1,
n1<n2<...<np,
n1,n2...np 6=r

sinA4,II

(
π
2 − Si(A4,II)

)
− cosA4,II Ci(A4,II )

A4,II

(55)

The CDF of the max of γlk is Fγkmax
(ζ) =

K∏

k=1

Fγlk
(ζ),

where Fγlk
(γ) =

∑M
m=1 bmlk

(
1− e

− 1
gmlk

ζ
)

, so the pdf is
produced by differentiating Fγkmax

(ζ) with respect to ζ

fγkmax
(ζ) =

M∑

m1, m2,..., mK=1

bm1l1bm2l2 · · · bmKlK

K∑

r=1

1

gmrlr
e
− 1

gmrlr
ζ

×
K∏

p=1, p6=r

(
1 − e

− 1
gmplp

ζ
)

. (49)

By employing the previous manipulations, the average sum
capacity becomes

Ctotal =
J

ln 2

L∑

l=1

M∑

m1, m2,..., mK=1

B4,I

K∑

r=1

1

gmrlr

K−1∑

p=0

(−1)p

K∑

n1,n2...np=1,
n1<n2<...<np,
n1,n2...np 6=r

eA4,I E1(A4,I )

A4,I
(50)

where A4,I = 1
gmrlr

+ 1
gmn1

ln1

+ 1
gmn2

ln2

+ ... + 1
gmnp lnp

,
B4,I = bm1l1bm2l2 · · · bmK lK and E1(x) is the exponential
integral.

B. Model II

With the usual modification for Model II, user k∗ is selected
to transmit all the symbols in subband l for the duration of
time slot t if

kl
∗ (t) = argmaxk=1...K



Gk

(
M−1∑

m=0

γmlk

)2


 . (51)

The pdf of the sum of SNRs is [23]

fγlk
(ζ) =

M∑

m=1

1

Ωmlk
bmlke

− 1
Ωmlk

ζ
, ζ > 0 (52)

where bmlk =

M∏

j=1, j 6=m

Ωmlk

Ωmlk−Ωjlk
.

The square of γlk is obtained by variable y = γ2
lk and then

multiplying by Gk, yielding γk = Gk

(∑M
m=1 γ̂mk

)2

, where
Gk = 1

(J−1)
∑

M

m=1
Ω2

mlk
+
∑

M

m=1
Ωmlk

.

This variable has a pdf defined below

fγk
(ζ) =

1

2
√

ζ

M∑

m=1

1√
Gmlk

bmlke
−
√

ζ
Gmlk , ζ > 0 (53)

if Gmlk = GkΩ2
mlk.

The pdf of the SNIR results in

fγkmax
(ζ) =

M∑

m1, m2,..., mK=1

bm1l1bm2l2 · · · bmK lK

K∑

r=1

1

2
√

ζ

1√
Gmrlr

e
−
√

ζ
Gmrlr

×
K∏

p=1, p6=r


1 − e

−
√

ζ
Gmplp


 (54)

which leads to the average sum capacity (55) at the top of
the page (the integral is a simplified form of the one solved
in the Appendix), where B4,II = bm1l1bm2l2 · · · bmK lK ,
A4,II = 1√

Gmrlr

+ 1√
Gmn1

ln1

+ 1√
Gmn2

ln2

+ ... + 1√
Gmnp lnp

and Si() and Ci() are the sine and cosine integrals respectively.

VII. NORMALIZED SCHEMES FOR NON-IDENTICAL
SUBCARRIER POWER PROFILES

A. Model I

Modifications have to be made for the application of the
non-identical subcarrier profile scenario to the two normalized
schemes. Let us define the user subband average power

Ωk =
1

M

M∑

m=1

Ωm. (56)

The normalized SNR-based Scheduling algorithm states that
user k∗ is selected to transmit all the symbols in subband l
for the duration of time slot t if

kl
∗ (t) = argmaxk=1...K

{
1

Ωk

M−1∑

m=0

γmlk

Nmlk

}
(57)

yielding the capacity expression in (50), where A4,I is replaced
by A5,I = 1

Ωr

(
1

gmrlr
+ 1

gmn1
ln1

+ 1
gmn2

ln2

+ ... + 1
gmnp lnp

)
.

In the same fashion, the system-normalized SNR-based
Algorithm rules that user k∗ is selected to transmit all the
symbols in subband l for the duration of time slot t

kl
∗ (t) = argmaxk=1...K

{
1

Ωk

M−1∑

m=0

γmlk

Nmlk

}
(58)
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where Ωk =

√√√√ Ω
k

(K−1)

K∑

i=1, i6=k

Ωi. As a result, the capacity of

this scheme is the same as in (50), where A4,I is substituted
by A6,I = 1

Ωr

(
1

gmrlr
+ 1

gmn1
ln1

+ 1
gmn2

ln2

+ ... + 1
gmnp lnp

)
.

B. Model II

The same notion is applied to the second model by defining
the user subband average squared power

Ω̂k =
1

M

M∑

m=1

Ω2
m (59)

so that the normalized scheme becomes

kl
∗ (t) = argmaxk=1...K





Gl

Ω̂k

(
M−1∑

m=0

γmlk

)2


 (60)

which produces the same capacity expression as (55) by
substituting A4,II with

A5,II =
1√
Ω̂r

(
1√

Gmrlr

+
1√

Gmn1
ln1

+
1√

Gmn2
ln2

+ ...

+
1√

Gmnp lnp

)
(61)

If Ω̂k = Ω̂k

(K−1)

K∑

i=1, i6=k

Ω̂i, the system-normalized scheme

chooses user k such that

kl
∗ (t) = argmaxk=1...K





Gk

Ω̂k

(
M−1∑

m=0

γmlk

)2


 (62)

leading to (55) for
A6,II = 1√

Ω̂
r

×
(

1√
Gmrlr

+ 1√
Gmn1

ln1

+ 1√
Gmn2

ln2

+ ... + 1√
Gmnp lnp

)

replacing A4,II .

VIII. NUMERICAL RESULTS AND DISCUSSION

Computer simulations were performed to ensure the validity
of the presented mathematical analysis. The transmitted SNR
per baseband symbol is set to unity for simplicity. The
algorithms are tested for a number of users ranging from 2
to 16, assuming systems with L = M = 8 and L = M = 16.
Both systems are considered fully loaded (J = M ). The users’
power profiles are logarithmic, ranging from 0 to 10 dB for the
i.non-i.d case, but normalized so that the average user power
(if they were i.i.d) is 5dB regardless of the number of users, in
order to conduct a fair comparison. In the general case (where
each user is considered to have distinct average fading power
coefficients for each subcarrier m and each subband l) the
power profile again falls into the aforementioned pattern. A
simulation of the SS-MC-MA system without any scheduling
scheme is also included for comparison. The random selection

Fig. 2: Average Normalized per Symbol Capacity for L =
M = 8, Model I.

Fig. 3: Average Normalized per Symbol Capacity for L =
M = 8, Model I, i.non-i.d subcarrier power profile.

and the absolute scheme were tested for both i.i.d and i.non-
i.d user profiles; It is apparent that the normalized schemes
attain the same results for both i.i.d. and i.non-i.d cases. The
analytical results are depicted on the same plots.

All the plots fulfill the intuitive expectation that the absolute
SNR-based scheduling achieves the highest average normal-
ized ”per symbol” capacity among the tested algorithms, with
the system-normalized SNR-based scheduling scheme outper-
forming the normalized scheme. The latter scheme increases
capacity compared to the standard normalized scheme, but also
maintains a certain degree of fairness compared the absolute
scheme; the normalization coefficient is balanced by including
both the average power of the specific user and the powers
of the rest of the users. Note that for K = 2 the system-
normalized scheme does not constitute a separate case; it is
exactly the same as the absolute algorithm. Therefore, any
comments referring to it are valid for K > 2. Theory and
simulation results agree on all accounts.
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Fig. 4: Average Normalized per Symbol Capacity for L =
M = 8, Model II.

Fig. 5: Average Normalized per Symbol Capacity for L =
M = 8, Model II, i.non-i.d subcarrier power profile

The first four plots refer to the L = M = 8 system, so the
number of users can be greater than the number of available
subbands. It is obvious that, as the number of users increases
up to nearly the number of available subbands, the absolute
and normalized scheme capacity show a sharp increase, an
effect which dwindles as the number of users passes that
threshold. The system-normalized scheme which is equivalent
to the absolute scheme for K = 2, shows the same behavior for
non-identical subcarrier profile and the opposite one for iden-
tical subcarrier profile. The extra randomness induced in the
non-identical case appears to account for this behavior. This
randomness also appears to alleviate the difference between
the i.i.d user power profile and the i.non-i.d one for the two
involved schemes. For a low number of users the normalized
scheme can even reduce the system capacity compared to
random user selection. Finally, the second interference model,
depicted in Fig. 4-5, is clearly more optimistic due to the

fact that interference is studied statistically, while the signal
is extracted from actual instantaneous values. As a result,
when the best user is selected, the best signal is selected
and interference remains the same, while, in reality, it should
increase as well. Another difference between the two models
is that the system-normalized algorithm plots are closer to the
absolute algorithm in the first model as opposed to the second
one. This can be ascribed to the fact that the normalization
coefficient is squared in the second model, thus being more
effective regarding fairness.

The last four figures examine the L = M = 16 system.
This system achieves a lower overall performance, compared
to the previous case for the same range of users. However,
it produces similar results if the comparison is carried out,
bearing in mind the no. of users/no. of subbands ratio, e.g. all
the schemes for the first system for K = 2 − 8 obtain close,
yet slightly superior, results to the ones in the second system
for K ranging from 2 to 16. This second set of figures is
generally more pessimistic, but also more accurate; the system
parameters are all doubled, a fact which further justifies the
gaussian approximations in both models.

IX. CONCLUSION

The application of two known and one novel multi-user
selection diversity algorithms was examined for the SS-MC-
MA system. All three algorithms were tested for both i.i.d.
and i.non-i.d user power distributions, for both identical and
non-identical subcarrier power distributions per user, for two
interference approximation models, under two SS-MC-MA
system architectures. Closed-form expressions for the system
capacity were derived for all the presented schemes, which
were corroborated by ample numerical simulations. The Gaus-
sian approximation in the interference calculation is reasonable
under the selected system design, a fact which is validated
by the close results obtained from two different systems. Al-
though the algorithms are optimized depending on the selected
interference model, the basic concept is that each scheme opts
for the user that maximizes the absolute/normalized sum of the
subcarrier powers. The algorithms increase average normalized
per symbol capacity compared to random user selection,
each one offering a different trade-off between capacity and
fairness. Another obvious advantage is clearly obtained from
the fact that channel state information is mandatory for MC-
CDMA-like systems, so the extra burden of overhead data
required for effective MUSDiv is greatly reduced. As an
overall conclusion, it is evident that MUSDiv can be beneficial
to frequency-diversity-related CDMA systems as well as to
TDMA ones.

APPENDIX
INTEGRAL EVALUATION

The following integral

I1 =

∫ ∞

0

xz−1e−ax log2(1 + x)dx (63)
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Fig. 6: Average Normalized per Symbol Capacity for L =
M = 16, Model I.

Fig. 7: Average Normalized per Symbol Capacity for L =
M = 16, Model I, i.non-i.d subcarrier power profile.

can be evaluated in closed-form by using the Meijer’s G
representations

log2(1 + x) =
1

ln 2
G1,2

2,2

(
x

∣∣∣∣
1, 1
1, 0

)
(64)

e−ax = G1,0
0,1 (ax|0) . (65)

Thus [21]

I1 =
1

ln 2

∫ ∞

0

G1,0
0,1 (ax|0) · G1,2

2,2

(
x

∣∣∣∣
1, 1
1, 0

)
xz−1dx

=
1

ln 2
a−zG1,3

3,2

(
1

a

∣∣∣∣
1, 1, 1− z

1, 0

)
(66)

If the integral is of the form

I2 =

∫ ∞

0

xz−1e−a
√

x log2(1 + x)dx (67)

then by following the same procedure as above

Fig. 8: Average Normalized per Symbol Capacity for L =
M = 16, Model II.

Fig. 9: Average Normalized per Symbol Capacity for L =
M = 16, Model II, i.non-i.d subcarrier power profile.

I2 =
1

ln 2

1√
π

G4,1
2,4

(
a2

4

∣∣∣∣
−z, 1− z

0, 1
2 ,−z,−z

)
. (68)
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