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Spurious cross correlations see [1]: sec 7.3
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Spurious cross correlations see [1]: sec 7.3
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Spurious cross correlations see [1]: sec 7.3
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Time series of indices (strongly autocorrelated): large cross-correlation
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Spurious cross correlations see [1]: sec 7.3
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Time series of indices (strongly autocorrelated): large cross-correlation

Time series of returns (weakly or no autocorrelated): small cross-correlation
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Spurious cross correlations see [1]: sec 7.3
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Time series of returns (weakly or no autocorrelated): small cross-correlation

Autocorrelation may cause spurious cross-correlations
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Spurious cross correlations see [1]: sec 7.3
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Time series of returns (weakly or no autocorrelated): small cross-correlation

Autocorrelation may cause spurious cross-correlations

= prewhiten the time series to have zero autocorrelation.
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
Xe=095X;—1 +ef Yy =085Y;1+¢’
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
Xe=095X;—1 +ef Yy =085Y;1+¢’

The time series Xand Y Autocorrelation of the two time series
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
Xe=095X;—1 +ef Yy =085Y;1+¢’
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
Xe=095X;—1 +ef Yy =085Y;1+¢’

The time series X and Y Autocorrelation of the two time series Cross-correlation of the original time series
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Prewhitening: 1) Fit AR(p) model to {x;}7_; and separately to {y:}{_;
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
Xe=095X;—1 +ef Yy =085Y;1+¢’
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Prewhitening: 1) Fit AR(p) model to {x;}7_; and separately to {y:}{_;
2) Take the residuals {e}7_;, {el}7_;.
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
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Prewhitening: 1) Fit AR(p) model to {x;}7_; and separately to {y:}{_;
2) Take the residuals {e}7_;, {el}7_;.

The prewhitened time series X and Y/ Autocorrelation of the prewhitened time series
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Example: Two independent AR(1) processes

Time series {x¢}7_;, {yt}7_; from two independent AR(1) processes:
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Prewhitening: 1) Fit AR(p) model to {x;}7_; and separately to {y:}{_;
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Example: Two dependent AR(1) processes - 1

The first AR(1) process drives the second AR(1) process:
Xe =0.95X;—1 +eX  Ye=05X,1+0.85Y;_1+¢)
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The first AR(1) process drives the second AR(1) process:
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The first AR(1) process drives the second AR(1) process:
Xe =0.95X;—1 +eX  Ye=05X,1+0.85Y;_1+¢)

The time series X and Y Autocorrelation of the two time series Cross-correlation of the original time series
20, 1 1
0.8 0.8
10
0.6 0.6
:_)_(,j 0 g 0.4 i)( 0.4
0.2 0.2
10 0 0
. 0.2 0.2
“o 50 100 150 200 250 300 0 2 4 6 8 10 -10 -5 0 5 10
t T T
The prewhitened time series X and Y Cross-correlation of the prewhitened time series
1
0.8
0.6
E 04
R
0.2
0
-0.2]
-10 -5 0 5 10

Dimitris Kugiumtzis Analysis of multi-variate time series by means of networks



Example: Two dependent AR(1) processes - 1

The first AR(1) process drives the second AR(1) process:
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After prewhitening, rx y(7), 7 =1,2,3 is still statistically significant
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After prewhitening, rx y(7), 7 =1,2,3 is still statistically significant
= X; is correlated to Y;i,, but not the opposite
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After prewhitening, rx y(7), 7 =1,2,3 is still statistically significant
= X; is correlated to Y;i,, but not the opposite
— direction of correlation
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Example: Two dependent AR(1) processes - 1

The first AR(1) process drives the second AR(1) process:
Xe =0.95X;—1 +eX  Ye=05X,1+0.85Y;_1+¢)
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After prewhitening, rx y(7), 7 =1,2,3 is still statistically significant
= X; is correlated to Y;i,, but not the opposite
— direction of correlation = (Granger) causality
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Example: Two dependent AR(1) processes - 2

The two AR(1) processes are inter-dependent:
Xe=12X;_1-05Y: 1+  Y;=06X,14+03Y:1+¢
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Example: Two dependent AR(1) processes - 2

The two AR(1) processes are inter-dependent:
Xe =12X;_1-05Y; 1 + €

The time series Xand Y
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Example: Two dependent AR(1) processes - 2
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Example: Two dependent AR(1) processes - 2

The two AR(1) processes are inter-dependent:
Xe=12X;_1-05Y: 1+  Y;=06X,14+03Y:1+¢
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After prewhitening, the statistically significant cross-correlations are for
both positive and negative delays
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Example: Two dependent AR(1) processes - 2

The two AR(1) processes are inter-dependent:
Xe=12X;_1-05Y: 1+  Y;=06X,14+03Y:1+¢
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After prewhitening, the statistically significant cross-correlations are for
both positive and negative delays
—> Xt is correlated to Yi |- and to Y;_ |,
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Example: Two dependent AR(1) processes - 2

The two AR(1) processes are inter-dependent:
Xe=12X;_1-05Y: 1+  Y;=06X,14+03Y:1+¢
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After prewhitening, the statistically significant cross-correlations are for
both positive and negative delays
= Xt is correlated to Yi |, and to Y;_|;|, = interdependence
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:
1. Explain X; using only past samples from X (without using {y:}7_;)
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:
1. Explain X; using only past samples from X (without using {y:}7_;)
AR(].) Xt = (ZSQ + ¢)1th1 + €t €~ WN(O, 0-62)
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:
1. Explain X; using only past samples from X (without using {y:}7_;)
AR(].) Xt = (ZSQ + ¢)1th1 + €t €~ WN(O, 0-62)

2 Explain X; using past samples from X and Y.

Dimitris Kugiumtzis Analysis of multi-variate time series by means of networks



Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:
1. Explain X; using only past samples from X (without using {y:}7_;)
AR(].) Xt = (ZSQ + ¢)1th1 + €t €~ WN(O, 0-62)

2 Explain X; using past samples from X and Y.

Dynamic regression model X at one lag for X and Y, DRx(1,1):
Xe=ai0+ a1 Xe—1+a12Yeo1 +ee
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:

1. Explain X; using only past samples from X (without using {y:}7_;)
AR(1): Xy = ¢o + $1Xe—1 + € €r ~ WN(0,02)

2 Explain X; using past samples from X and Y.

Dynamic regression model X at one lag for X and Y, DRx(1,1):
Xe=ai0+ a1 Xe—1+a12Yeo1 +ee

Dynamic regression model Y at one lag for X and Y, DRy(1,1):
Yi=a20+ a1 Xe 1+ a2Ye 1+ et
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:

1. Explain X; using only past samples from X (without using {y:}7_;)
AR(1): X; = ¢o + ¢1Xe—1 +€r € ~ WN(0, 0?)

2 Explain X; using past samples from X and Y.

Dynamic regression model X at one lag for X and Y, DRx(1,1):
Xe=ai0+ a1 Xe—1+a12Yeo1 +ee

Dynamic regression model Y at one lag for X and Y, DRy(1,1):
Yi=a20+ a1 Xe 1+ a2Ye 1+ et

3. Join the models for X and Y in one, vector variable X; = [Xt, Y;]'.
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:

1. Explain X; using only past samples from X (without using {y:}7_;)
AR(1): X; = ¢o + ¢1Xe—1 +€r € ~ WN(0, 0?)

2 Explain X; using past samples from X and Y.

Dynamic regression model X at one lag for X and Y, DRx(1,1):
Xe=ai0+ a1 Xe—1+a12Yeo1 +ee

Dynamic regression model Y at one lag for X and Y, DRy(1,1):
Yi=a20+ a1 Xe 1+ a2Ye 1+ et

3. Join the models for X and Y in one, vector variable X; = [Xt, Y;]'.
Vector autoregressive model for (X, Y') of order 1, VAR(1):

Xt a10] [311 312][)@_1} |:61t:|
= ’ _|_ ’ ’ + s
[ Vi ] [ 42,0 a1 a2 Yio1 €.t
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Dynamic Regression and VAR modeling, order 1

Given time series {x¢}7_q, {y:}7_1:

1. Explain X; using only past samples from X (without using {y:}7_;)
AR(1): X; = ¢o + ¢1Xe—1 +€r € ~ WN(0, 0?)

2 Explain X; using past samples from X and Y.

Dynamic regression model X at one lag for X and Y, DRx(1,1):
Xe=ai0+ a1 Xe—1+a12Yeo1 +ee

Dynamic regression model Y at one lag for X and Y, DRy(1,1):
Yi=a20+ a1 Xe 1+ a2Ye 1+ et

3. Join the models for X and Y in one, vector variable X; = [Xt, Y;]'.
Vector autoregressive model for (X, Y') of order 1, VAR(1):

Xt a10] [311 312][)@_1} |:61t:|
= ’ _|_ ’ ’ + s
[ Vi ] [ 42,0 a1 a2 Yio1 €.t
and in matrix form
Xi=Ao+ A X1+ €
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Dynamic Regression and VAR modeling, order p

1. AR(p): Xt = o+ 1 Xe—1 + -+ ¢pXe—p + €1
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Dynamic Regression and VAR modeling, order p

1. AR(p): Xt = o+ 1 Xe—1 + -+ ¢pXe—p + €1

2. DRx(p1, q1) for X:
Xe=ao+ a1 1 Xe—1+ ... +arp Xe—p, T b11Ye1+ o + b1, YVieg + €1t
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Dynamic Regression and VAR modeling, order p

1. AR(p): Xt = o+ 1 Xe—1 + -+ ¢pXe—p + €1
2. DRx(p1, q1) for X:
Xe=ao+ a1 1 Xe—1+ ... +arp Xe—p, T b11Ye1+ o + b1, YVieg + €1t

and DRy (p2, g2) for Y:
Y: = by + 3271Xt,1 + ...+ 32’,,2)@_»,,,2 + b271 Yio1+ ...+ b27q2 Yt*‘?z + €2t
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Dynamic Regression and VAR modeling, order p

1. AR(p): Xt = o+ 1 Xe—1 + -+ ¢pXe—p + €1

2. DRx(p1, q1) for X:

Xe=ao+ a1 1 Xe—1+ ... +arp Xe—p, T b11Ye1+ o + b1, YVieg + €1t
and DRy (p2, g2) for Y:

Y: = by + 3271Xt,1 —+ ...+ 32’,,2)@_»,,,2 + b271 Yio1+ ...+ b27q2 Yt*‘?z + €2t
p1, 91, P2, g2 can all be different
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Dynamic Regression and VAR modeling, order p

1. AR(p): Xt = o+ 1 Xe—1 + -+ ¢pXe—p + €1

2. DRx(p1,q1) for X:

Xe=ao+ a1 1 Xe—1+ ... +arp Xe—p, T b11Ye1+ o + b1, YVieg + €1t
and DRy (p2, g2) for Y:

Y: = by + 3271Xt,1 + ...+ 32’,32)@_»,,,2 + b271 Yic1+ ...+ b27q2 Yt*‘?z + €t
p1, 91, P2, g2 can all be different

3. VAR(p) model for (X, Y):

Xt ao a1 b | | Xea aip bip ] [ Xi—p } [ €1,e
= —|— ’ ’ _|_ . + ’ ) + )
{ Yi ] [ ao } [ a1 bai } { Yi-1 ] [ ap bap || Yip €,

Xt = Ao + A]_xtfl + ...+ Apxt,p + €
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢
DR form for (X, Y): DRx(1,0) and
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢
DR form for (X, Y): DRx(1,0) and DRy(0,1)
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =1 Al:{o 0.85
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =10 Al:{o 085}

2. The first AR(1) process drives the second AR(1) process:
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =10 Al:{o 085}

2. The first AR(1) process drives the second AR(1) process:
Xe = 0.95X;—1 + € Yy =05X,-1+0.85Ye_1+¢
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =10 Al:{o 085}

2. The first AR(1) process drives the second AR(1) process:
Xe = 0.95X;—1 + € Yy =05X,-1+0.85Ye_1+¢
DRx(l, 0) and DRy(l, 1)
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =10 Al:{o 085}

2. The first AR(1) process drives the second AR(1) process:
Xe = 0.95X;—1 + € Yy =05X,-1+0.85Ye_1+¢
DRx(l, 0) and DRy(l, 1)

095 O }

VARQL): AL = [ 0.5 0.85
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =10 Al:{o 085}

2. The first AR(1) process drives the second AR(1) process:
Xe = 0.95X;—1 + € Yy =05X,-1+0.85Ye_1+¢
DRx(l, 0) and DRy(l, 1)

095 O
0.5 0.85 }

3. The two AR(1) processes are inter-dependent:
Xe=12X;_1-05Y: 1+  Y;=06X,14+03Y: 1+¢

VAR(1): A; = [
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =10 Al:{o 085}

2. The first AR(1) process drives the second AR(1) process:
Xe =0.95X;1 +¢f  Ye=05X,1+085Y;_1+¢)
DRx(l, 0) and DRy(l, 1)

095 O
0.5 0.85 }
3. The two AR(1) processes are inter-dependent:
Xe=12X—1-05Ye 1 +ef  Ye=06Xc1+03Ye1+e)
DRx(]., 1) and DRy(].7 1)

VAR(1): A; = [
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Examples of DR and VAR

1. Time series {x¢}7_;, {yt}7—; from two independent AR(1) processes:
Xe=095X; 1 +ef Y:;=085Y,1+¢

DR form for (X, Y): DRx(1,0) and DRy(0,1)

VAR form for (X, Y): VAR(1), X¢ = Ag + A1 X¢_1 + e,

095 0
Ao =10 Al:{o 085}

2. The first AR(1) process drives the second AR(1) process:
Xe =0.95X;1 +¢f  Ye=05X,1+085Y;_1+¢)
DRx(l, 0) and DRy(l, 1)

095 O
0.5 0.85 }
3. The two AR(1) processes are inter-dependent:
Xe=12X—1-05Ye 1 +ef  Ye=06Xc1+03Ye1+e)
DRx(]., 1) and DRy(].7 1)

1.2 -05
06 0.3 }

VAR(1): A; = [

VAR(1): A; = [
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.

. such models get “complicated” !!!
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.

. such models get “complicated” !!!

They are “complicated” even when there is no random terms ¢;
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.

. such models get “complicated” !!!
They are “complicated” even when there is no random terms ¢;

= These are models for nonlinear dynamical systems
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.

. such models get “complicated” !!!
They are “complicated” even when there is no random terms ¢;

= These are models for nonlinear dynamical systems ... and chaos
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.

. such models get “complicated” !!!
They are “complicated” even when there is no random terms ¢;

= These are models for nonlinear dynamical systems ... and chaos

Henon map

Xt S 14 - Xt2—1 + Yt_l Yt = O.3Xt_1
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.

. such models get “complicated” !!!
They are “complicated” even when there is no random terms ¢;

= These are models for nonlinear dynamical systems ... and chaos

Henon map

Xe=14—X2 1+ Y1 Ye=03Xe1
Alternatively, it can be written as
Xe=14— X2 | +0.3X;-2
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Nonlinear dynamical systems

The DR and VAR models can be extended adding nonlinear terms, e.g.
X2 1 or Xe—1Yi-1.

. such models get “complicated” !!!
They are “complicated” even when there is no random terms ¢;

= These are models for nonlinear dynamical systems ... and chaos

Henon map

Xe=14—X2 1+ Y1 Ye=03Xe1
Alternatively, it can be written as
Xe=14— X2 | +0.3X;-2

. a nonlinear AR(2) model.
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps:
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps:
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:

“_
w”\\ ‘ i L)

WH W “ V

50 100 1 50 200 250 300
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps:
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:

The time series X and Y Autocorrelation of the two time series
1

\“
w”\\“ i

\“‘MW“‘
‘4‘ W i A\ AL
A'Ae

50 100 1 50 200 250 300 o) 2 4 6 8 10
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps:
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:

The time series X and Y Autecorrelation of the two time series Cross-correlation of the original time series
1 1
\\ el —
w‘\\\ ‘ | | \‘M\M
by | \ i MH L 05 05
H w ‘” M‘ \ | ‘ | = <]
\ R \ M = A AN E A
| ‘ “ l f o / \ /\ZW 0
- -0.! -0.5
0 50 100 150 200 250 300 [4] 2 4 6 8 10 -10 -5 0 5 10
t T
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps:
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:

The time series X and Y Autecorrelation of the two time series Cross-correlation of the original time series
1 1
i ‘ ‘\ ikl o
1 ! ‘ I \ “ i
r Ii Ik ‘ b 05 05
H[ e “u | = %
‘ ‘ i = A . aN X A
\ ‘ ‘ of /\ /\ZW o
-0.! -0.5
“o 50 100 150 200 250 300 [4] 2 4 6 8 10 -10 -5 0 5 10
T

Alternating autocorrelation, zero cross-correlation (correctly!)
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Example: Two independent Henon maps, linear measures
: : n

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:

Autocorrelation of the two time series

The time series X and Y

\“
w”\\“ “

] Cross-correlation of the original time series
\ ‘M‘
[‘ f m it L
H Ju il A ~o N E A
\ \ /N ALY T
V4
“0 50 100 150 200 250 300 ) 2 4 6 8 10 50 5 0 5 10
t % %
Alternating autocorrelation, zero cross-correlation (correctly!)
The prewhitened time series X and Y

x(t)
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps
Xe=1.4— X2 | +0.3X;_2

Ye=14—-Y2,+03Y;:
The time series X and Y Autecorrelation of the two time series Cross-correlation of the original time series
1 1
\ —X
1 —vY
‘ Al \‘ r Ii b 05 05
‘\ H[ il “\ | = 3
il \ \ “ A AN E A
‘ I ‘ o /\ /\,LW o
V4
E -0.! -0.5
0 50 100 150 200 250 300 [4] 2 4 6 8 10 -10 -5 0 5 10
t T T

The prewhitened time series X and Y

Alternating autocorrelation, zero cross-correlation (correctly!)

Autocorrelation of the prewhitened time series
1

—X
=
05

x(t)
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:

The time series X and Y

Autocorrelation of the two time series
1
1 ‘ 1L

Cross-correlation of the original time series
1

05

w f 05,
‘ H “‘ ‘\ “ ‘ “ I
W M“ ‘ | H‘ I

™)

N\ AL :
/ \//\’/

0|
- -0. -05
0 50 100 150 200 250 300 [4] 2 4 [ 8 10 -10 -5 0 5 10
t % %

The prewhitened time series X and Y

Alternating autocorrelation, zero cross-correlation (correctly!)

Autocorrelation of the prewhitened time series
1

Cross-correlation of the prewhitened time series
1
—X
=
0.5 0.5
0| 0|
~ 05
0 0 2 4 3 8 10 O'»1 0 -5 0 5 10
T T
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Example: Two independent Henon maps, linear measures

Time series {x¢}7_;, {yt}7_1, n =300 from two independent Henon maps
Xe=14—-X2,4+03X;—2 Yy=14—-Y2, +03Y;:

The time series X and Y

Autocorrelation of the two time series
1
1 ‘ 1L

Cross-correlation of the original time series
1

05

w f 05,
‘ H “‘ ‘\ “ ‘ “ I
W M“ ‘ | H‘ I

™)

N\ AL :
/ \//\’/

0|
- -0. -05
0 50 100 150 200 250 300 [4] 2 4 [ 8 10 -10 -5 0 5 10
t % %

The prewhitened time series X and Y

Alternating autocorrelation, zero cross-correlation (correctly!)

Autocorrelation of the prewhitened time series
1

Cross-correlation of the prewhitened time series
1
—X
=
0.5 0.5
0| 0|
~ 05
0 0 2 4 3 8 10 O'»1 0 -5 0 5 10
T T

After prewhitening, zero autocorrelation, zero cross-correlation
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Example: Independent Henon maps, nonlinear measures

Delayed mutual
information Ix(7)
and Iy (7) and
cross mutual
information

Ixy (7)
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 0.2

information

/XY(T) c0 2 4 6 8 10
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 02

information

IXY ( 7_) % 2 4 6 8 10 %0 5 0 5 10
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 02

information

IXY ( 7_) % 2 4 6 8 10 %0 5 0 5 10

Significant delayed mutual information (for small lags),
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 02

information

IXY ( 7_) % 2 4 6 8 10 %0 5 0 5 10

Significant delayed mutual information (for small lags),
Insignificant cross mutual information 7
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 02

information

IXY ( 7_) % 2 4 6 8 10 %0 5 0 5 10

Significant delayed mutual information (for small lags),
Insignificant cross mutual information 7

/X(T), Iy(T) and
Ixy (7) after
prewhitening
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 02

information

IXY ( 7_) % 2 4 6 8 10 %0 5 0 5 10

Significant delayed mutual information (for small lags),
Insignificant cross mutual information 7

Delayed mutual information of the prewhitened time series
1

Ix(7), Iy(7) and -
Ixy (7) after =3
prewhitening 02
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) 08 025
02
0.6] A5
and ly(7) and . < o
cross mutual o4 ) 01W
information 02 005
IXY ( 7_) c0 2 4 6 8 10 ER 5 0 5 10

Significant delayed mutual information (for small lags),
Insignificant cross mutual information 7

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 03

08 0.25
(7). () and o
Ixy (7) after = 35
prewhitening 02 005
I30 Z 4 6 8 10 -G’WO 5 0 5 10
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 02

information

IXY ( 7_) % 2 4 6 8 10 %0 5 0 5 10

Significant delayed mutual information (for small lags),
Insignificant cross mutual information 7

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 03

08 0.25
/X(T), Iy(T) and 08 " 02
Ixy (7) after = X0
prewhitening 02 0(2);

0 o]

0 2 4 6 8 10 -10 -5 0 5 10

Smaller but still significant delayed mutual information (for small lags),
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Example: Independent Henon maps, nonlinear measures

De | ayed mutua | D1e|aysd mutual information of the original time series OCmss mutual information of the original time series
information Ix(7) o

and Iy (7) and o6

cross mutual o4

. . 02

information

IXY ( 7_) % 2 4 6 8 10 %0 5 0 5 10

Significant delayed mutual information (for small lags),
Insignificant cross mutual information 7

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 03

08 0.25
/X(T), Iy(T) and o " -
Ixy (7) after N 3?0;?
prewhitening 02 005
G0 Z 4 6 8 10 -G’WO 5 0 5 10

Smaller but still significant delayed mutual information (for small lags),
Insignificant cross mutual information 7
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Example: Two dependent Henon maps - 1

Xe=1.4— X2 | +0.3X;_2
Ye=14— Y2, +03Y,2+02(Y2; — X2 )
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Example: Two dependent Henon maps - 1

Xe=1.4— X2 | +0.3X;_2
Ye=14— Y2, +03Y,2+02(Y2; — X2 )

The time series X and Y
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Example: Two dependent Henon maps - 1

Xe=1.4— X2 | +0.3X;_2
Ye=14— Y2, +03Y,2+02(Y2; — X2 )

The time series X and Y Autocorrelation of the two time series
1

—X

==Y

“r AAAA
LYV VY

“0 50 100 150 200 250 300 )
t
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Example: Two dependent Henon maps - 1

Xe=1.4— X2 | +0.3X;_2
Ye=14— Y2, +03Y,2+02(Y2; — X2 )

The time series X and Y Autocorrelation of the two time series
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i
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05

/AA/W : =
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Cross-correlation of the original time series
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Example: Two dependent Henon maps - 1

Xe=1.4— X2 | +0.3X;_2
Ye=14— Y2, +03Y,2+02(Y2; — X2 )

The time series X and Y Autocorrelation of the two time series

—X
i
05

05

AA/W : iE—
Al YV VYV

05
[o] 0._10

Cross-correlation of the original time series

Te®

=}

-5 0
T

Alternating autocorrelation, significant cross-correlation at 7 =0
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Example: Two dependent Henon maps - 1

Xe=1.4— X2 | +0.3X;_2
Ye=14— Y2, +03Y,2+02(Y2; — X2 )

The time series X and Y Autocorrelation of the two time series

—X
i
05

05

AA/W : iE—
Al YV VYV

05
[o] 0._10

Cross-correlation of the original time series

Te®

=}

-5 0
T

Alternating autocorrelation, significant cross-correlation at 7 =0

The prewhitened time series X and Y
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Example: Two dependent Henon maps - 1

Xe=1.4— X2 | +0.3X;_2
Ye=14— Y2, +03Y,2+02(Y2; — X2 )

The time series X and Y

Autocorrelation of the two time series

—X
i
05

05

AA/W : —
Al YV VYV

05
0 [o] 0._10

Cross-correlation of the original time series

=}

Te®
| ==

-5 0

The prewhitened time series X and Y

Alternating autocorrelation, significant cross-correlation at 7 =0

Autocorrelation of the prewhitened time series
1
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Example: Two dependent Henon maps - 1

=1.4—- X2, 403X
=14—- Y2, +03Y, 2+02(Y2, — X2 )

X
i
05

05

A A/W : iE—
Wl YV VY

[o]

Cross-correlation of the original time series
1

=}

Te®

05
0._10 -5

o] 5 10
Alternating autocorrelation, significant cross-correlation at 7 =0
. The prewhitened time series X and Y

Autocorrelation of the prewhitened time series
1

Cross-correlation of the prewhitened time series
1

Dimitris Kugiumtzis

Analysis of multi-variate time series by means of networks



Example: Two dependent Henon maps - 1

=1.4—- X2, 403X
=14-Y2,+03Y; 2+02(Y7, - X7 )

The time series X and Y

Autocorrelation of the two time series

—X
i
05

05

AA/W : iE—
Al YV VYV

Cross-correlation of the original time series

Te®

=}

0

05
[o] 0._10 -5 0 5
T

Alternating autocorrelation, significant cross-correlation at 7 =0

The prewhitened time series X and Y Autocorrelation of the prewhitened time series Cross-correlation of the prewhitened time series
1 1

—X
o
05

05
4]

05
2 4 6 8 10 -10 -5
T

After prewhitening, zero autocorrelation, significant cross-correlation at
T7=0
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Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series
1
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Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 025
0.2
08| =
c <015
0.4 -
0.1
02 005
0! Q
o} 2 4 6 8 10 -10 -5 0 5 10
T T
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Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.

08 025
02
06| .
C * 015
04 =
01
oz 005,
o 0
0 2 4 6 8 10 10 5 0 5 10
v :
Significant Ix(7), Iy (7),
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Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 025
0.2
08| =
c <015
0.4 -
0.1
02 005
0! Q
o} 2 4 6 8 10 -10 -5 0 5 10
T T

Significant Ix(7), Iy (7),
Significant Ixy(7) for 7 > 0, X; is "correlated” to Yii,

itris Kugiumtzis Analysis of multi-variate time series by means of networks



Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.

08 025
02
0.6 =
= ~ 0.15
04 =
01
oz 005,
o 0
o] 2 4 6 8 10 -10 5 0 5 10

Significant Ix(7), Iy (7),
Significant Ixy(7) for 7 > 0, X; is "correlated” to Yii,

Delayed mutual information of the prewhitened time series
1
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Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 025
0.2
08| =
c <015
0.4 -
0.1
02 005
0! Q
o} 2 4 6 8 10 -10 -5 0 5 10
T T

Significant Ix(7), Iy (7),
Significant Ixy(7) for 7 > 0, X; is "correlated” to Yii,

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 03

o8 025
02
06 _
z = 015
04 =
01
0z 005,
% 2 4 3 8 10 % 5 0 5 10
B <
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Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series
1

Cross mutual information of the original time series
0.

08 025

02
0.6 =

= ~ 0.15
04 =

01

oz 005,

o 0

o] 2 4 6 8 10 -10 5 0 5 10
v :

Significant Ix(7), Iy (7),
Significant Ixy(7) for 7 > 0, X; is "correlated” to Yii,

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 03

o8 025
02
06 _
z = 015
04 =
01
0z 005,
% 2 4 3 8 10 S0 5 0 5 10
B <

Significant Ix(7), Iy (7),
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Example: Two dependent Henon maps - 1

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 025
0.2
08| =
c <015
0.4 -
0.1
02 005
0! Q
o} 2 4 6 8 10 -10 -5 0 5 10
T T

Significant Ix(7), Iy (7),
Significant Ixy(7) for 7 > 0, X; is "correlated” to Yii,

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 03

o8 025
02
06 _
z = 015
04 =
01
0z 005,
% 2 4 3 8 10 S0 5 0 5 10
B <

Significant Ix(7), Iy (7),
Small Ixy (1) for 7 > 0, is it significant?
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Example: Two dependent Henon maps - 2

Xe=14—X2 1 +03X;—2+0.14(X2; — Y2 )
Ye=14— Y2, +03Y,5+0.08(Y2, — X2 ,)
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Example: Two dependent Henon maps - 2

Xe=14—X2 1 +03X;—2+0.14(X2; — Y2 )
Ye=14— Y2, +03Y,5+0.08(Y2, — X2 ,)

The time series X and Y
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Example: Two dependent Henon maps - 2

Xe=14—X2 1 +03X;—2+0.14(X2; — Y2 )
Ye=14— Y2, +03Y,5+0.08(Y2, — X2 ,)

The time series X and Y Autocorrelation of the two time series
1
Il i i —x
“1\[ ‘ ““\Hw\““‘ “‘\ ‘ 1o —vy
i 05
e A A
= A\
T v/ V
- -0.!
[} 50 100 150 200 250 300 [4] 2 4 6 8 10
t T
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Example: Two dependent Henon maps - 2

Xe=14—X2 1 +03X;—2+0.14(X2; — Y2 )
Ye=14— Y2, +0.3Y;+0.08(

- XZ,)
: t—1 t—1
The time series X and Y Autocorrelation of the two time series

Cross-correlation of the original time series
\ | —X
‘\ | \“‘u I il | \H [ “ ‘
1 ‘ ‘ ,r‘“ ‘ 05 05
= uw ‘ I \ - /\ 2
g0 h‘ W i \\ HM i M C ANA i i
! e X / o YRA
Y V'V |
=Y
- -0.! -0.5
[} 50 100 150 200 250 300 [4] 2 4 [ 8 10 -10 -5 0 5 10
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Example: Two dependent Henon maps - 2

Xe=14—X2 1 +03X;—2+0.14(X2; — Y2 )
Ye=14— Y2, +0.3Y;+0.08(

- XZ,)
: t—1 t—1
The time series X and Y Autocorrelation of the two time series

Cross-correlation of the original time series
\ I —X
‘\ | ‘“\”H‘“‘\H
w ‘ 05 05
uw ‘ \\ = =
2 \u w‘ Mw AAA 3L
0 \ / ° 7
y vV V
“0 50 100 150 200 250 300 05 2 4 6 8 10 50 5
t

Alternating autocorrelation, alternating cross-correlation
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Example: Two dependent Henon maps - 2

Xe=1.4— X2 | +03X;_5 +0. 14(><t2 1= Y2)
Ye=14— Y2, +0.3Y:o+0.08(Y?

X — )
t—1
he time series X and Y

Autocorrelation cf the two time series

Cross-correlation of the original time series

i ‘ H i 0.5
uw \H ‘
2o ‘H ‘M “\ \m ‘

r(t)

X
i - A A Sy
[/
0| 0| \/\\
N
-0.!
150 200 250 300
t

“0 50 100 0 10 50 5 0 5 10
Alternating autocorrelation, aIternating cross-correlation
The prewhitened time series X and Y
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Example: Two dependent Henon maps - 2

Xe=1.4— X2 | +03X;_5 +0. 14(><t2 1= Y2)
Ye=14— Y2, +0.3Y:o+0.08(Y?

X — )
t—1
he time series X and Y

Autocorrelation cf the two time series
H\ I \“‘H I | u”

Cross-correlation of the original time series
1
\\ |

i ‘ H i 0.5
uw \H ‘
2o ‘H ‘M “\ \m ‘

><
i = A A x : AA/\
0 0 \/ VA
v
“0 50 100 150 200 250 300 0
t

r(t)

0 10 50 5 0 5 10
Alternating autocorrelation, aIternating cross-correlation
The prewhitened time series X and Y ; Autocorrelation of the prewhitened time series
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Example: Two dependent Henon maps - 2

Xe=1.4— X2 | +03X;_5 +0. 14(><t2 1= Y2)
Yt:14—Y21+03Yt 2+ 0.08( Y7

- XZ,)
The time series X and Y

Autocorrelation cf the two time series
1
Hw I \“‘H‘HH”

Cross-correlation of the original time series
1
‘ \\ |
I ‘ q | 05
ﬂ \
c0 ‘ H\ ‘ \H H
H \M ‘ I ‘M

L

r(t)

o \/ ! /\\
N
“0 50 100 150 200 250 300 2% 5o 5 0 5 10
t T
Alternating autocorrelation, alternating cross-correlation
The prewhitened time series X and Y Autocorrelation of the prewhitened time series 1Cross correlation of the prewhitened time series
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Example: Two dependent Henon maps - 2
Xe=1.4— X2 | +03X;_5 +0. 14(><t2 1= Y2)
Ye=14— Y2, +0.3Ye2+0.08(Y7, — X7 ;)

Autocorrelation cf the two time series

Cross-correlation of the original time series
1
\ | i Ax
‘\ M“\”M‘“‘ “‘ [ M
1 ‘ q ‘ ‘ | [ 05
I -
I I =
huuw “**““w i - A A Ll
" I 0 0 FEA
VY
“0 50 100 150 200 250 300 2% 10 5o 5 0 5 10
t T
Alternating autocorrelation, aIternatmg cross-correlation
The prewhitened time series X and Y Autocorrelation of the prewhitened time series Cross-correlation of the prewhitened time series
1 1
—X
.
0.5 0.5
0 0 ~
300 08 2 4 6 8 10 —:10 5
T

After prewhitening, zero autocorrelation, significant cross-correlation at
T=0
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series
1
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 0.25
0.2
06| =
= = 015
04 =
0.1
02 0.05,
0
0 —QID -5 [¢] 5 10
T T
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 0.25
0.2
06| =
= = 015
04 =
0.1
02 0.05,
0
0 —QID -5 [¢] 5 10
T T

Significant Ix(7), Iy(7),
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series Cross mutual information of the original time series
0.

08 0.25
0.2

06 =

= = 015

04 =
0.1

02 0.05,

0
0 —QID 5 [¢] 5 10
T T

Significant Ix(7), ly(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Y, |, and Y,_
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 0.25
0.2
06| =
= = 015
04 =
0.1
02 0.05,
0
0 —QID -5 [¢] 5 10
T T

Significant Ix(7), ly(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Y, |, and Y,_

Delayed mutual information of the prewhitened time series
1
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 0.25
0.2
06| =
= = 015
04 =
0.1
02 0.05,
0
0 —QID 5 [¢] 5 10
T T

Significant Ix(7), ly(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Y, |, and Y,_

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
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0.25]
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 0.25
0.2
06| =
= = 015
04 =
0.1
02 0.05,
0
0 —QID 5 [¢] 5 10
T T

Significant Ix(7), ly(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Y, |, and Y,_

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 [

0.25]

0.2
=

* 0.15

01

0.05]

-[%O 5 0 5 10
T T

Significant Ix(7), Iy (1),
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Example: Two dependent Henon maps - 2

Delayed mutual information of the original time series Cross mutual information of the original time series
1 0.
08 0.25
0.2
06| =
= = 015
04 =
0.1
02 0.05,
0
0 —QID 5 [¢] 5 10
T T

Significant Ix(7), ly(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Y, |, and Y,_

Delayed mutual information of the prewhitened time series Cross mutual information of the prewhitened time series
1 [

0.25]

0.2
=

* 0.15

01

0.05]

-[%O 5 0 5 10
T T

Significant Ix(7), Iy(7),
Small Ixy(7) for 7 > 0, is it significant?
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Example: Two dependent Henon maps - 2, large n
The same but for n = 4000

Delayed mutual information of the original time series Cross mutual information of the original time series
1
0.4
08 o/
/
0.3|
06 .
E <
04 %02
02 01
0 0
0 2 4 6 8 10 -10 5 0 5 10

Significant Ix(7), Iy(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Yy ;| and Y,_;

Delayed mutual information of the prewhitened time series ~ Cross mutual information of the prewhitened time series
1

04
0.8
03
06 =
= *
c 3
04 X 0.2
02 01 o
o
0 9\0 5 0 5 1
p

Significant Ix(7), Iy(7),

0
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Example: Two dependent Henon maps - 2, large n
The same but for n = 4000

Delayed mutual information of the original time series Cross mutual information of the original time series
1
04
—X 7
03
06 _
E <
04 %02
02 01
0 0
0 2 4 6 8 10 -10 5 0 5 10

Significant Ix(7), Iy(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Yy ;| and Y,_;

Delayed mutual information of the prewhitened time series ~ Cross mutual information of the prewhitened time series
1

04
0.8
03
06 =
= *
c 3
04 X 0.2
02 01 o
o
pO 5 0 5 1
p

0

Significant Ix(7), Iy(7),
Small Ixy(7) for 7 >0
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Example: Two dependent Henon maps - 2, large n
The same but for n = 4000

Delayed mutual information of the original time series Cross mutual information of the original time series
1
04
—X 7
03
06 _
E <
04 %02
02 01
0 0
0 2 4 6 8 10 -10 5 0 5 10

Significant Ix(7), Iy(7),
Significant Ixy(7) for 7 <0, 7 > 0, X; is “correlated” to Yy ;| and Y,_;

Delayed mutual information of the prewhitened time series ~ Cross mutual information of the prewhitened time series
1

04
0.8
03
06 =
= *
c 3
04 X 0.2
02 01 o
o
pO 5 0 5 1
p

Significant Ix(7), Iv(7),
Small Ixy(7) for 7 >0 ... but also for 7 < 0
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

The original time series
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

The original time series Autocorrelation of the time series
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
Xor | =1 0 085 03 || Xoeer |+ 4 | eas
X3.0 0 0 09 || X €3¢

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

The original time series Autocorrelation of the time series Cross-correlation of the original time series
1 1

05
X X
= 1t7 3 tr
\ % 0 X, X %
6 B 1

Yo 5 0 5 10
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
Xor | = 0 0.85 0.3 X27t_1 ot €t
Xa 1 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

The original time series Autocorrelation of the time series Cross-correlation of the original time series
1 1

05

—X, X %
= 1t7 3 tr
% 0 X, X

-1
50 100 1(50 200 250 300 o] 2 4 6 8 10 &) 5 0 5 10

The prewhitened time series
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Example: VAR model, K

X1.¢ 0.95 —0.5
Xo: | = 0 08 03
X3t 0 0 0.9

Xf = [Xl,t7 X2,f7 X3,t]/

The original time series
60, 1

-0.3

Autocorrelation of the time series

X1,t-1 €1,
Xop—1 |+ 4 | e
X311 €3,¢

Xt = A1 X1+ €

Cross-correlation of the original time series

r(z)

-60;
0

50 100 150 200 250 300 o] 2
t

The prewhitened time series

Dimitris Kugiumtzis

Analysis of multi-variate time series by means of networks



Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
Xor | =1 0 085 03 || Xoeer |+ 4 | eas
X3.0 0 0 09 || X €3¢

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

The original time series Autocorrelation of the time series Cross-correlation of the original time series
1

60
5 100 150 200 250 300
t
The prewhitened time series Cross-correlation of the prewhitened time series
1 —
2 vx1(X2‘lOl
05 XK
), X
= 0 = /\\/\ e 2t " 3ter
g < 0
2 [ & .
7)(1
4 — X, 05
—x, -
: 4
o s 100 150 20 20 300 0 2 s 8 10 15 = 5 = 10

te time series by means of networks



Similarity measure for time series network

N variables (nodes) Xi, Xa, ..., Xy
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Similarity measure for time series network

N variables (nodes) Xi, Xa, ..., Xy
and N time series {x1,t,X2.¢, ..., XNt } 1—1
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N variables (nodes) Xi, Xa, ..., Xy
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Candidate similarity measures sim(i, j) for any observed X, X; (without or
after prewhitening):
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N variables (nodes) Xi, Xa, ..., Xy

and N time series {x1,t,X2.¢, ..., XNt } 1—1

Candidate similarity measures sim(i, j) for any observed X, X; (without or
after prewhitening):

O delayed cross correlation rx.x.(7)
O delayed cross mutual information Ix,x;(7)

What 7 to choose?
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Candidate similarity measures sim(i, j) for any observed X, X; (without or
after prewhitening):
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O delayed cross mutual information Ix,x;(7)

What 7 to choose?

@ 7 = 0 correlation of Xj; and X; ;
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N variables (nodes) Xi, Xa, ..., Xy

and N time series {x1,t,X2.¢, ..., XNt } 1—1

Candidate similarity measures sim(i, j) for any observed X, X; (without or
after prewhitening):

O delayed cross correlation rx.x.(7)
O delayed cross mutual information Ix,x;(7)

What 7 to choose?

@ 7 = 0 correlation of Xj; and X; ;
@ 7 > 0 correlation of X;; and X;+,,, X; influences the evolution of X;
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N variables (nodes) Xi, Xa, ..., Xy

and N time series {x1,t,X2.¢, ..., XNt } 1—1

Candidate similarity measures sim(i, j) for any observed X, X; (without or
after prewhitening):
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What 7 to choose?
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Candidate similarity measures sim(i, j) for any observed X, X; (without or
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X; influences the evolution of X; = X; (Granger) causes X;
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Similarity measure for time series network

N variables (nodes) Xi, Xa, ..., Xy

and N time series {x1,t,X2.¢, ..., XNt } 1—1

Candidate similarity measures sim(i, j) for any observed X, X; (without or
after prewhitening):

O delayed cross correlation rx.x.(7)
O delayed cross mutual information Ix,x;(7)
What 7 to choose?
@ 7 = 0 correlation of Xj; and X; ;
@ 7 > 0 correlation of X;; and X;+,,, X; influences the evolution of X;

© 7 <0 correlation of X;; and X;;_|;|, X; influences the evolution of X;
X; influences the evolution of X; = X; (Granger) causes X;

There are other measures more appropriate to measure Granger causality.
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Cross correlation matrix R(7)
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Cross correlation matrix R(7)

—0.00 0.01

R(0) = | —0.00 0.1
0.01 0.11
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
X3 t 0 0 0.9 X3’t_]_ €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Cross correlation matrix R(7)

—0.00 0.017

R(0) = | —0.00 0.11
| 001 0.11 ]

[ 0.05 —0.05]
R(1) = | —0.39 0.01
| 040 0.20 ]
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Cross correlation matrix R(7)

—0.00 0.017
R(0) = | —0.00 0.11
| 001 0.11 ]
[ 0.05 —0.05]
R(1) = | —0.39 0.01
| 040 0.20 ]
I —0.09  0.04
R(2) = | —0.20 —0.03
| 012 —0.02
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Adjacency matrix

Cross correlation matrix R(7) threshold +£2//n = +0.11

—0.00 0.017
R(0) = | —0.00 0.11
| 001 0.11 ]
[ 0.05 —0.05]
R(1) = | —0.39 0.01
| 040 0.20 ]
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R(2) = | —0.20 —0.03
| 012 —0.02
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Adjacency matrix

Cross correlation matrix R(7) threshold +£2//n = +0.11

~0.00 0.01] o o
R(0) = | —0.00 0.11
A0)=10 0
| 001 011 : 0 0
0.05 —0.05
R(1) = | —0.39 0.01
| 040 0.20 ]
I —0.09 0.04
R(2) = | —0.20 —0.03
| 0.12 —0.02
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Adjacency matrix

Cross correlation matrix R(7) threshold +£2//n = +0.11

—0.00 0.017 0 0
R(0) = | —0.00 0.11
A(0)= {0 0
:0.01 0.11 : 00
0.05 —0.05 .
R(1) = | -0.39 0.01 B
—0.40 0.20 Al) = |1 0
- . |11
—0.09 0.04
R(2) = | —-0.20 —0.03
| —0.12 —0.02
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Example: VAR model, K =3

Xl,t 095 —-05 -0.3 X]_’t_]_ €1t
X2,t = 0 0.85 0.3 X27t_1 ot €t
Xs.q 0 0 09 || X €3t

Xe = [X1,6, X2,6, X3¢ Xe = AiXe1 + e

Adjacency matrix

Cross correlation matrix R(7) threshold +£2//n = +0.11

—0.00 0.017 0 0
R(0) = | —0.00 0.11

A(0)= {0 0
:0.01 0.11 : 00
0.05 —0.05 - 0

R(1) = | -0.39 0.01 B
—0.40 0.20 Al) = |1 0
- . |11
—0.09 0.04 "0 0

R(2) = | —-0.20 —0.03 B
| —0.12 —0.02 A(2) = 1 0 0
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Example: VAR model, K =5

Xe = [Xl,taX2,t7X3,t»X4,taX5,t]/ X = A X1+ e
-095 02 -03

04 -0.8
0 -02 -03 -04 09
Ay 0 0 -01 —-01 038
0 0 0 -0.8 -0.9
0

0 0 0 0.8
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Example: VAR model, K =5
Xe = [Xl,taX2,t7X3,t»X4,taX5,t]/ X = A X1+ e
—095 02 -03 04 —0.8

0 -02 -03 —04 09
Al=1] o 0 -01 -01 08
0 0 0 -08 —09
0 0 0 0 08
R(0) =
—0.62 —0.47 040 0.07
—0.62 0.58 —0.36 0.05
~0.47 058 ~0.42  0.04
040 —0.36 —0.42 ~0.04

0.07 005 0.04 -0.04
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Example: VAR model, K =5

Xe = [Xl,taX2,t7X3,t»X4,taX5,t]/ X = A X1+ e
-095 02 -03 04 -038

0 —-02 -03 —-04 09
Al = 0 0 -01 -01 038
0 0 0 —-0.8 -09
0 0 0 0 0.8
R(0) =
[ —0.62 —0.47 0.40 0.07
—0.62 0.58 —0.36 0.05
—0.47 0.58 —0.42 0.04
0.40 —0.36 —0.42 —0.04
| 0.07 005 004 —0.04
R(1) =
[ —0.01 0.03 —0.04 0.02
0.04 —-0.12 0.09 0.02
029 —0.12 0.20 0.02
—0.53 0.48 0.26 0.06
| 049 —053 —0.62 0.65
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Example: VAR model, K =5

Xe = [Xl,taX2,t7X3,t»X4,taX5,t]/ X = A X1+ e
-095 02 -03 04 -038

0 —-02 -03 —-04 09
Al = 0 0 -01 -01 038
0 0 0 —-0.8 -09
0 0 0 0 0.8
R(0) =
[ —0.62 —0.47 0.40 0.07 1110
—0.62 0.58 —0.36 0.05 1 110
—0.47 0.58 —0.42 0.04 A0)=[1 1 10
0.40 —0.36 —0.42 —0.04 11 1 0
| 0.07 005 004 —0.04 0000
R(1) =
[ —0.01 0.03 —0.04 0.02
0.04 —-0.12 0.09 0.02
029 —0.12 0.20 0.02
—0.53 0.48 0.26 0.06
| 049 —053 —0.62 0.65
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Example: VAR model, K =5
Xe = [Xl,taX2,t7X3,t7X4,taX5,t]/ X = A X1+ e
-095 02 -03 04 -0.38

0 —-02 -03 —-04 09
Al = 0 0 -01 -01 038
0 0 0 —-0.8 -09
0 0 0 0 0.8
R(0) =
[ —0.62 —0.47 0.40 0.07 1 1 1 0]
—0.62 0.58 —0.36 0.05 1 110
—0.47 0.58 —0.42 0.04 A0)=[1 1 10
0.40 —0.36 —0.42 —0.04 11 1 0
| 0.07 005 004 —0.04 |00 0 0 |
R(1) = [ 0 0 0 0]
—0.01 0.03 —0.04 0.02 0 100
0.04 —-0.12 0.09 0.02 Al)=1[1 1 10
029 —0.12 0.20 0.02 1 1 1 0
—0.53 0.48 0.26 0.06 11 1 1
| 049 —053 —0.62 0.65 ) )
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Example: World market indices see 3): chpia, [4]

Detect information flow between stock indices
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Example: World market indices see 3): chpia, [4]

Detect information flow between stock indices

@ A linear measure: cross correlation for 7 = 0 (correlation coefficient)
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Example: World market indices s [3]: chpia, 1]

Detect information flow between stock indices
@ A linear measure: cross correlation for 7 = 0 (correlation coefficient)

@ A nonlinear measure: transfer entropy (in essence it is the conditional
cross mutual information).
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Example: World market indices s [3]: chpia, 1]

Detect information flow between stock indices
@ A linear measure: cross correlation for 7 = 0 (correlation coefficient)

@ A nonlinear measure: transfer entropy (in essence it is the conditional
cross mutual information).

Indices correlation coefficient transfer entropy

http: //finance. yahoo. com.

Americas 1 | MERV Argentina

2 | BVSP Brazil

3 | GSPTSE | Canada

4 | MXX Mexico

5 | GSPC us

6 | DJA us

7 | DJI us
Asia/Pacific | 8 | AORD Australia

SSEC China
10 | HSI China

11 | BSESN | India
12 | JKSE
13 | KISE
14 | N225 D
15 | STI Singapore
16 | Ksi1 Korea
17 | TWIL | Taiwan
Furope 8 [ATX Austria
10 | BFX Belgium

20 | FCENNX | France
21 | GDAXI | Germany
22 | AEX Holland

23 | MIBTEL | Ttaly 5 G R 8585
24 | SSMI Switzerland )
25 | FTSE UK outgoing

Dimitris Kugiumtzis Analysis of multi-variate time series by means of networks



Example: World market indices

Draw the network of “outgoing” transfer entropy and “incoming” transfer

entropy.
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Example: World market indices

Draw the network of “outgoing” transfer entropy and “incoming” transfer

entropy.
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Fig. 4: (Color online) Minimum spanning tree for (a) the
outgoing transfer entropy and (b) the incoming transfer
entropy. The minimum spanming tree is drawn by Pajek
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Example: World market indices

Draw the network of “outgoing” transfer entropy and “incoming” transfer

entropy.
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Fig. 4: (Color online) Minimum spanning tree for (a) the

outgoing transfer entropy and (b)

the incoming transfer

entropy. The minimum spanning tree is drawn by Pajek

e GSPC (Standard and Poor 500) is the information source of the system
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Example: World market indices

Draw the network of “outgoing” transfer entropy and “incoming” transfer

entropy.
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e.n A Fig 4 (Color online) Minimum spanning tree for (a) the
(a) outgoing transfer entropy and (b) the incoming transfer
etropy. The muifimmer soanainE tee 5 dinwn by Pajek

e GSPC (Standard and Poor 500) is the information source of the system

@ AORD (Australian index) is the information receiver
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