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## Time dependence

- The time series is a function of time
- The time series is a realization of a stochastic process / dynamical system
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Non-stationarity may be due to deterministic trend or periodicity.
Time series decomposition: $y_{t}=\mu_{t}+s_{t}+x_{t}$,
$\mu_{t}$ : trend component, slowly varying function of time
$s_{t}$ : periodic / seasonal component, periodic function of time
$x_{t}$ : residual component, stationary time series.
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Autocorrelation
Time between packet arrivals, Autocorrelation


- Are the residuals of GIPC correlated?
- Are the returns of USA stock marker index correlated?
- Are the times between packet arrivals correlated?

Are these autocorrelations statistically significant?
Are the time series independent?
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- Random walk process: at each step a white noise increment is added

$$
Y_{t}=Y_{t-1}+X_{t}, \quad X_{t} \sim \operatorname{WN}\left(0, \sigma_{X}^{2}\right)
$$

$\mu_{Y}=\mathrm{E}\left[Y_{t}\right]=0$ and $\sigma_{Y}^{2}=\operatorname{Var}\left[Y_{t}\right]=t \sigma_{X}^{2}$. The variance grows with time.

White noise is a stationary process and random walk a non-stationary process.
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x_{t}=\phi_{0}+\phi_{1} x_{t-1}+\cdots+\phi_{p} x_{t-p}+\epsilon_{t}
$$

where $\epsilon_{t} \sim \mathrm{WN}\left(0, \sigma_{\epsilon}^{2}\right)$ (usually we assume for simplicity $\phi_{0}=0$ ).
Random walk is an $\operatorname{AR}(1)$ process with $\phi_{1}=1$.
The coefficients are such that the $\operatorname{AR}(p)$ process is stationary.
Stationarity condition: the roots of the equation

$$
\phi(B)=1-\phi_{1} B-\cdots-\phi_{p} B^{p}=0
$$

must lie outside the unit circle (roots, which may be complex, are greater than one in modulus).
Other types of processes: moving average of order $q, \mathrm{MA}(q)$, mixed processes $\operatorname{ARMA}(p, q)$.
To estimate the model $\operatorname{AR}(p)$ from a time series, we use least squares to compute the coefficients $\phi_{0}, \phi_{1}, \ldots \phi_{p}$ and $\sigma_{\epsilon}^{2}$.
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What if the $Q$ statistic does not follow exactly $\mathcal{X}_{k}^{2}$ ?
Use resampling (randomization) to form the empirical distribution of $Q$ : Generate $M$ randomized time series from $\left\{x_{t}\right\}_{t=1}^{n}$ by random permutation of the samples (destroy the time order but use the same distribution of the original time series). [matlab: use randperm]
(1) Generate a time series $\left\{x_{t}\right\}_{t=1}^{n}, n=100$.
(2) Use parametric and nonparametric Portmanteau test (e.g. for $K=5$, $M=1000$ ) [matlab: use portmanteauLB.m from the course files].
(0) Repeat the tests 100 times. Are the proportions of rejection the same for the two test types?
The following types of time series will be generated in (1):
(1) White noise with normal distribution [matlab: use randn]
(2) White noise with log-normal distribution [matlab: use lognrnd].
(0) $\operatorname{AR}(1)$ with $\phi_{0}=0$ and $\phi_{1}=0.2,0.4$ and 0.6 [matlab: use ARm.m from the course files]
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## Exercise 5: Nonparametric test for zero mutual information

How can we test for zero delayed mutual information ? [to compute $I(\tau)$ in matlab use mutual.m from the course files]
Use resampling (randomization) to form the empirical distribution of $I(\tau)$, as for Exercise 4.

Perform the randomization test for the three real time series:
(1) Residuals of GICP [course data file GPIC2001_2005residuals.dat]
(2) Returns of USA stock marker index [course data file USAreturns.dat].
(3) Times between packet arrivals [course data file PacketArrival.dat]
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Are there autocorrelations in the two indices?
Are there cross-correlations in the two indices?
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Limits of significance: $\pm z_{\alpha / 2} / \sqrt{n}$.
Large cross-correlations ( $X$ : USA, $Y$ : UK):
$r_{X, Y}(0)=\operatorname{Corr}\left(X_{t}, Y_{t}\right)$ : USA and UK returns are instantly correlated. $r_{X, Y}(1)=\operatorname{Corr}\left(X_{t}, Y_{t+1}\right):$ USA return is correlated to UK return a day ahead $\Longrightarrow$ USA returns influence UK returns.
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Cross-covariance: $\gamma_{X Y}(\tau)=\operatorname{Cov}\left[X_{t}, Y_{t+\tau}\right]=\mathrm{E}\left[\left(X_{t}-\mu_{X}\right)\left(Y_{t+\tau}-\mu_{Y}\right)\right]$,
Extend joint moment of order one $\mathrm{E}\left[X_{t} Y_{t+\tau}\right]$ to higher order joint moments $\Longrightarrow$ nonlinear measures.
For $X \rightarrow X_{t}$ and $Y \rightarrow Y_{t+\tau}$, the cross-delayed mutual information:

$$
\left.\mathrm{I}_{X Y}(\tau)=\mathrm{I}\left(X_{t}, Y_{t+\tau}\right)=\sum_{x_{t}, y_{t+\tau}} p_{X_{t} Y_{t+\tau}}\left(x_{t}, y_{t+\tau}\right) \log \frac{p_{X_{t}} Y_{t+\tau}}{} p_{X_{t}}\left(x_{t}\right) x_{Y_{t+\tau}}, y_{t+\tau}\right),
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To estimate $\mathrm{I}_{X Y}(\tau)$ make a partition of $\left\{x_{t}\right\}_{t=1}^{n}$, a partition of $\left\{y_{t}\right\}_{t=1}^{n}$ and compute probabilities for each cell from the relative frequency,
... or better, standardize both time series and use the same partition for each.

## Example: two world stock indices
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Limits of significance for $\mathrm{I}_{X Y}(\tau)$ ?
$r_{X Y}(0)$ and $I_{X Y}(0)$ : USA and UK returns are instantly correlated (linearly and nonlinearly).
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Limits of significance for $\mathrm{I}_{X Y}(\tau)$ ?
$r_{X Y}(0)$ and $I_{X Y}(0)$ : USA and UK returns are instantly correlated (linearly and nonlinearly).
$r_{X Y}(1)$ large but $I_{X Y}(1)$ not large: do USA returns influence UK returns?

## Exercise 6: Correlation of two financial indices

Find the correlation between two financial indices

Find the correlation between two financial indices
(1) Choose two of the eights markets in file WorldMarkets. dat (1. USA, 2. Australia, 3. UnitedKingdom, 4. Germany, 5. Greece, 6. Malaysia, 7. SouthAfrica, 8. Croatia)
(2) Compute the cross-correlation between the two indices and between their returns.
(3) Decide for the statistical significant cross-correlation between the two markets (use a parametric significance test).
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