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#### Abstract

In this paper a prototype method for manual inventorying and real-time 3D localization of RFID tagged products by a low-cost handheld UHF RFID reader is introduced. The device is equipped with a UHF RFID reader and an optical camera. "ArUco" markers with RFID tags are placed at known positions. Those optical and RF landmarks are used for the estimation of the pose of the handheld reader over time, by fusing the corresponding measurements in a Kalman filter. The reader also measures RFID tagged items at unknown locations. The positions of the tags are estimated by unwrapping the collected phase measurements, combined with the estimated antenna trajectory. Experimental results show that increased accuracy can be achieved by increasing the spatial density of the optical and RFID markers. The proposed method is expected to enhance low-cost manual inventorying, delivering 3D localization of the tagged products.


Index Terms-RFID, portable, phase, localization, optical.

## I. Introduction

Radio Frequency Identification (RFID) technology has penetrated assisted living, security market, and health care in the last few years. The most important applications however reside in the field of item-level tracking and inventorying. An RFID reader outputs the existence of a tag, but not its position in space. Thanks to the improvement of the tagIC's sensitivity, passive UHF RFID tags can be identified from distances greater than 10 m from the reader's antenna. The improved read-range, though beneficial for successful inventorying, has grown the uncertainty on the tag's actual position, given that only the location of the reader can be considered known. Real-time tag/product positioning greatly enhances store/warehouse management, since it provides realtime feedback for misplaced items, expiring dates etc. As a result, in the past decade, researchers have focused on enhancing traditional inventorying with accurate localization of the inventoried tagged products. This has been addressed successfully by robots, thanks to sensory-equipment, installed on robots, which allow them to precisely calculate their poses (position and direction) over time. The robots are equipped with multiple reader-antennas which continuously interrogate all surrounding tags, collecting phase and power measurements and forming virtual antenna arrays; i.e. synthetic apertures. Processing of such data allows for accurate 3D localization of RFID-tagged items.
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Fig. 1. The handheld RFID reader is equipped with a camera. The proposed method estimates the trace of the handheld reader by exploiting optical markers placed at known positions with phase measurements from RFID tags attached to the markers.

Due to the related cost of such robotic solutions, they are usually applicable in large retail stores and warehouses. Inventorying applications for smaller stores or setups are limited to the use of low-cost affordable equipment; i.e. commercial handheld UHF RFID readers. These readers achieve the identification (i.e. existence) of a product, but not the estimation of its position. This paper aims to enable inventorying and accurate real-time localization of tagged products by a lowcost handheld UHF RFID reader.

In this paper, we design a handheld UHF RFID reader which achieves localization of tags by combining: i) optical detection of markers at known locations, ii) phase of arrival (POA) measurements from reference RFID tags at known locations, and iii) unwrapped POA measurements from the tags to be located. A picture describing the proposed method's operational principle is shown in Fig. 1. The handheld device exploits optical-RFID tagged landmarks. Each landmark acts both as an optical marker and a reference RFID tag. The camera of the handheld device recognizes the optical marker, while the RFID reader measures the phase of the RFID tag's signal. The tag is attached on the optical marker. Landmarks are scattered among the RFID tags to be located. As the device is moved around by the user, its trajectory is estimated by combining measurement collected by the landmarks. The estimated trajectory and phase measurements are used to locate the RFID tags. The proposed method represents an extension of our work, presented in [1], where only optical markers were used for the estimation of the reader's trajectory.

We aim to improve our previous work regarding the handheld device presented in [2], where we proposed and
constructed a handheld ultra high frequency (UHF) RFID reader equipped with a 9 degrees of freedom (9dof) inertial measurement unit (IMU). The operator of the device was asked to move the device in specific manner to collect phase measurements from a single tag and yaw rotation measurements from the IMU. The collected data was fused using a particle filter algorithm, providing as a result an estimation of the direction and the distance to the target tag. In this paper, we combine measurements from optical and RFID landmarks to estimate the trajectory of the antenna, and then use this trajectory and unwrapped phase measurements from multiple tags to locate them.

Robots are often chosen to perform inventorying, since they render the process unsupervised and automated. In most applications, it is required that the robot calculates its own position. One way to achieve this is to use reference RFID tags at known locations. In [3] and [4], data from odometry sensors and phase measurements from reference RFID tags are fused using a Kalman filter to calculate the robot's pose. At the same time, the positions of tags in the environment are estimated, by processing phase measurements. In [5] and [6], data from similar sources is collected, but exploited with a different filtering approach. In [7], odomerty readings along with phase measurements and readability of reference tags are fused with a particle filter algorithm. In [8], received signal strength indicator (RSSI) measurements are exploited along with the aforementioned quantities. In [9], just a single reference tag is used. In all those cases, the 2D position of the robot is estimated, in contrast to our case in which the 3D trajectory of the antenna of the handheld device is desired.

One of the most effective ways of getting the pose of a moving robot is to consider data from light detection and ranging (lidar) and odometry sensors to perform simultaneous localization and mapping (SLAM) [10]. State of the art techniques achieve pose estimation with millimeter accuracy [11], [12]. There have been attempts to use such technology for the calculation of the 3D position of a handheld device [13]. However, expensive equipment such as a lidar and an IMU is required.

Position estimation through optical means is a promising low-cost alternative regarding the problem of calculating the trajectory of the mobile device. In [14], a camera is used to estimate the 2D trajectory of two antennas moving on a cart on a straight line. The recovered trajectory is then used to apply a direction of arrival (DoA) tag localization method. In [15], a handheld device equipped with a tracking and a depth camera is used to create a map of the environment, and then calculate its position on that map. Regarding the problem of warehouse inventorying, however, such a mapdependant solution would have reduced performance, due to the ever changing environment of the warehouse. In [16], an inverted version of our problem is examined. A static camera and antenna monitor a moving tag, trying to estimate its 2 D position. In [17], a single reference tag and optical marker are used to solve the so-called kidnapped robot problem [18]. In [19], a concept of a handheld device consisting of a camera and an RFID frequency-modulated continuous-wave (FMCW) reader is presented, aiming to calculate the position of active

RFID tags relatively to the handheld device's location. In [20], the distance of a handheld RFID from multiple reference tag array planes is calculated exploiting RSSI measurements. In [21], phase and IMU measurements are used to estimate the direction of the target tags from the handheld reader. In [22], a device consisting of a software-defined radio (SDR) module, two antennas, a servo motor, and a laser pointer is presented. The device operates in an environment where an RFID reader communicates with RFID tags, and calculates the angle of arrival (AoA) of the tags' signal.
As for the tag localization, most techniques rely mainly on the accurate trajectory estimation of the measuring antennas and the corresponding phase measurements. In [23] and [24] a lidar equipped robot collects phase measurements and, having unwrapped them, a synthetic-aperture radar (SAR) technique is used to create an easily solvable minimization problem to get the tags' location estimation. In [25], phase unwrapping is performed to calculate the hyperbolas on which lies the tag, the intersection of which is the tag location estimation. In [26], SAR based localization results for multiple antenna trajectories are combined to get a better position estimation of the target tags.
RSSI localization methods are not as popular among researchers, since RSSI measurements are highly ambiguous, due to the large variability of the resultant field, because of multipath. In [27], localization is divided in an offline and an online phase, and is achieved by measuring RSSI from reference tags. In [28], non-line of sight scenarios in multipathrich environments are examined. The authors claim to exploit RSSI measurements affected by multipath in order to locate the target tags. In [29], both PoA and RSSI measurements are used to train a convolutional neural networks that performs tag localization.
Compared to previous works, the proposed method achieves accurate 3D trajectory estimation using inexpensive commercial off-the-shelf (COTS) equipment. The proposed device is operated by a human, eliminating the requirement of a robot. The device's design is as simple as possible, since it is equipped with a single antenna. Finally, accurate tag localization is achieved with low computational requirements.
In section II, the proposed method is described. Conducted experiments and their results are presented in section III. Finally, in section IV, conclusions and future work is discussed.

## II. Proposed Method

The proposed method exploits measurements collected from a mobile handheld device. The measurement related components of the handheld device are:

- An RFID reader.
- An optical camera.

The data collected by the camera and the reader are used to estimate the camera's pose relatively to a global coordinate system. This is achieved by placing optical ArUco markers [30] at known positions. The optical markers are combined with reference-RFID tags, attached on top of them, in order to improve the camera's pose estimation as shown in Fig. 1. The RFID reader collects PoA measurements from both


Fig. 2. An example of the local ArUco-centered and global coordinate system relation, as explained in section II-A. The basis $\left[\hat{\mathbf{x}}_{m}^{i}, \hat{\mathbf{y}}_{m}^{i}, \hat{\mathbf{z}}_{m}^{i}\right]$ is rotated and translated compared to the global basis $\left[\hat{\mathbf{x}}_{g}, \hat{\mathbf{y}}_{g}, \hat{\mathbf{y}}_{g}\right]$. The rotated local basis vectors can be expressed as linear combinations of the global basis vectors: $\hat{\mathbf{x}}_{m}^{i}=-\hat{\mathbf{y}}_{g}, \hat{\mathbf{y}}_{m}^{i}=\hat{\mathbf{x}}_{g}$, and $\hat{\mathbf{z}}_{m}^{i}=\hat{\mathbf{z}}_{g}$. As for the translation, the $X_{m}^{i}$ and $Y_{m}^{i}$ coordinates of the ArUco center are marked with purple.
the reference tags and the target-tags at unknown positions. The measurements originating from the first are fused with the camera measurements to estimate the reader's antenna trajectory. Those from the latter are processed to estimate the corresponding tag's position, given the antenna's estimated trajectory.

## A. Optical Antenna Trajectory Estimation

In this section, we describe how the frames collected by the camera are used to estimate the camera's pose. Computer vision libraries from OpenCV [31] are exploited. Initially, calibration of the camera's intrinsic matrix $\mathbf{A}$, and the camera's distortion vector $\mathbf{d}_{i s}$ is performed. Given specific camera settings, the calculation of $\mathbf{A}$ and $\mathbf{d}_{i s}$ are performed only once.

Then, the optical marker reference system is defined. ArUco markers are used. Each marker has a unique ID recognizable by the computer vision algorithms. Let the ID of the $i$ th marker be $I D_{i}$. For each marker, the position of its center $\mathbf{P}_{m}^{i}=\left[X_{m}^{i}, Y_{m}^{i}, Z_{m}^{i}\right]$, its size $s_{i}$, and its orientation are defined in the global coordinate system. AruCo marker$i$ orientation is defined by a local orthonormal coordinate system $\left[\hat{\mathbf{x}}_{m}^{i}, \hat{\mathbf{y}}_{m}^{i}, \hat{\mathbf{z}}_{m}^{i}\right]$, so these vectors are expressed as linear combinations of the global coordinate system orthonormal basis $\left[\hat{\mathbf{x}}_{g}, \hat{\mathbf{y}}_{g}, \hat{\mathbf{z}}_{g}\right]$ :

$$
\begin{align*}
& \hat{\mathbf{x}}_{m}^{i}=a_{i x} \hat{\mathbf{x}}_{g}+a_{i y} \hat{\mathbf{y}}_{g}+a_{i z} \hat{\mathbf{z}}_{g}  \tag{1}\\
& \hat{\mathbf{y}}_{m}^{i}=b_{i x} \hat{\mathbf{x}}_{g}+b_{i y} \hat{\mathbf{y}}_{g}+b_{i z} \hat{\mathbf{z}}_{g}  \tag{2}\\
& \hat{\mathbf{z}}_{m}^{i}=c_{i x} \hat{\mathbf{x}}_{g}+c_{i y} \hat{\mathbf{y}}_{g}+c_{i z} \hat{\mathbf{z}}_{g} \tag{3}
\end{align*}
$$



Fig. 3. An illustration of the process described in this section II-A: (I) The camera detects a marker. (II) The relative position of the camera is calculated relatively to the marker. (III) Since the pose of the marker is known, the position of the camera in the global coordinate system can be calculated.

An illustration of the above is shown in Fig. 2. Frames are continuously captured, in order to estimate the trajectory of the camera. Let frame $_{n}$ be the frame captured at time $t_{n}^{f}$. Assuming that $I D_{i}$ was detected in frame $_{n}$, given the camera parameters $\mathbf{A}$ and $\mathbf{d}_{i s}$, and the marker size $s_{i}$, the rotation vector $\operatorname{rot}_{n}^{i}$ and the translation vector $\operatorname{tr}_{n}^{i}=\left[\operatorname{tr} X_{n}^{i}, \operatorname{tr} Y_{n}^{i}, \operatorname{tr} Z_{n}^{i}\right]$ can be calculated. These vectors show that if the camera is translated according to $\mathbf{t r}_{n}^{i}$, and then rotated according to $\operatorname{rot}_{n}^{i}$, it will be aligned with the $i$-th marker. So, if this process is reversed, the position of the camera is retrieved. First, the basis vectors of the $i$-th marker are rotated according to $-\operatorname{rot}_{n}^{i}$, using Rodrigues' rotation formula:

$$
\begin{equation*}
\mathbf{v}_{r o t}=\mathbf{v} \cos (\theta)+(\mathbf{k} \times \mathbf{v}) \sin (\theta)+\mathbf{k}(\mathbf{k} \cdot \mathbf{v})(1-\cos (\theta)) \tag{4}
\end{equation*}
$$

$\mathbf{v}$ is the vector to be rotated which in our case are coordinate system unit vectors, $\mathbf{k}$ is the unit vector showing the axis of rotation, $\theta$ is the rotation angle, and $\mathbf{v}_{r o t}$ is the rotated vector. In this case:

$$
\begin{align*}
\mathbf{k} & =\frac{-\operatorname{rot}_{n}^{i}}{\left|\operatorname{rot}_{n}^{i}\right|}  \tag{5}\\
\theta & =\left|\operatorname{rot}_{n}^{i}\right| \tag{6}
\end{align*}
$$

where $|\cdot|$ denotes the calculation of the Euclidean norm. Using (4), $\left[\hat{\mathbf{x}}_{m}^{i}, \hat{\mathbf{y}}_{m}^{i}, \hat{\mathbf{z}}_{m}^{i}\right]$ are rotated according to $-\operatorname{rot}_{n}^{i}$, and we get $\left[\left(\hat{\mathbf{x}}_{m}^{i}\right)_{r o t}^{n},\left(\hat{\mathbf{y}}_{m}^{i}\right)_{r o t}^{n},\left(\hat{\mathbf{z}}_{m}^{i}\right)_{r o t}^{n}\right]$. These vectors can be expressed as linear combinations of $\left[\hat{\mathbf{x}}_{m}^{i}, \hat{\mathbf{y}}_{m}^{i}, \hat{\mathbf{z}}_{m}^{i}\right]$. Using (4):

$$
\left.\left(\hat{\mathbf{x}}_{m}^{i}\right)_{\text {rot }}^{n}=\begin{array}{c}
\hat{\mathbf{x}}_{m}^{i} \cos \left(\left|\operatorname{rot}_{n}^{i}\right|\right) \\
+\left(\frac{-\operatorname{rot}_{n}^{i}}{\left|\operatorname{rot}_{n}^{i}\right|} \times \hat{\mathbf{x}}_{m}^{i}\right) \sin \left(\left|\operatorname{rot}_{n}^{i}\right|\right)  \tag{7}\\
\left|\operatorname{rot}_{n}^{i}\right|
\end{array} \frac{-\operatorname{rot}_{n}^{i}}{\left|\operatorname{rot}_{n}^{i}\right|} \cdot \hat{\mathbf{x}}_{m}^{i}\right)\left(1-\cos \left(\left|\operatorname{rot}_{n}^{i}\right|\right)\right)
$$

There are no unknown variables in the right part of (7). So, $\left(\hat{\mathbf{x}}_{m}^{i}\right)_{r o t}^{n}$ can be calculated and expressed as linear combination of $\left[\hat{\mathbf{x}}_{m}^{i}, \hat{\mathbf{y}}_{m}^{i}, \hat{\mathbf{z}}_{m}^{i}\right]$ :

$$
\begin{equation*}
\left(\hat{\mathbf{x}}_{m}^{i}\right)_{r o t}^{n}=\left(a_{i x}\right)_{n}^{\prime} \hat{\mathbf{x}}_{m}^{i}+\left(a_{i y}\right)_{n}^{\prime} \hat{\mathbf{y}}_{m}^{i}+\left(a_{i z}\right)_{n}^{\prime} \hat{\mathbf{z}}_{m}^{i} \tag{8}
\end{equation*}
$$

Similarly for $\left(\hat{\mathbf{y}}_{m}^{i}\right)_{\text {rot }}^{n}$ and $\left(\hat{\mathbf{z}}_{m}^{i}\right)_{\text {rot }}^{n}$ :

$$
\left(\hat{\mathbf{y}}_{m}^{i}\right)_{r o t}^{n}=\left(b_{i x}\right)_{n}^{\prime} \hat{\mathbf{x}}_{m}^{i}+\left(b_{i y}\right)_{n}^{\prime} \hat{\mathbf{y}}_{m}^{i}+\left(b_{i z}\right)_{n}^{\prime} \hat{\mathbf{z}}_{m}^{i}
$$

$$
\begin{equation*}
\left(\hat{\mathbf{z}}_{m}^{i}\right)_{r o t}^{n}=\left(c_{i x}\right)_{n}^{\prime} \hat{\mathbf{x}}_{m}^{i}+\left(c_{i y}\right)_{n}^{\prime} \hat{\mathbf{y}}_{m}^{i}+\left(c_{i z}\right)_{n}^{\prime} \hat{\mathbf{z}}_{m}^{i} \tag{10}
\end{equation*}
$$

The position of the camera relatively to the $i$-th marker $\mathbf{P c}_{n}^{i}$ is calculated, if a translation is performed according to $-\mathbf{t r}_{n}^{i}$, using the basis $\left[\left(\hat{\mathbf{x}}_{m}^{i}\right)_{r o t}^{n},\left(\hat{\mathbf{y}}_{m}^{i}\right)_{r o t}^{n},\left(\hat{\mathbf{z}}_{m}^{i}\right)_{r o t}^{n}\right]$ :

$$
\begin{equation*}
\mathbf{P c}_{n}^{i}=-\operatorname{tr} X_{n}^{i}\left(\hat{\mathbf{x}}_{m}^{i}\right)_{r o t}^{n}-\operatorname{tr} Y_{n}^{i}\left(\hat{\mathbf{y}}_{m}^{i}\right)_{r o t}^{n}-\operatorname{tr} Z_{n}^{i}\left(\hat{\mathbf{z}}_{m}^{i}\right)_{r o t}^{n} \tag{rot}
\end{equation*}
$$

From (1)-(3) and (8)-(11) we get:

$$
\begin{gather*}
\mathbf{P c}_{n}^{i}=\mathbf{T r}_{n}^{i}\left(\mathbf{M}_{i}\right)_{n}^{\prime} \mathbf{M}_{i}\left[\begin{array}{c}
\hat{\mathbf{x}}_{g} \\
\hat{\mathbf{y}}_{g} \\
\hat{\mathbf{z}}_{g}
\end{array}\right]  \tag{12}\\
\mathbf{T r}_{n}^{i}=\left[\begin{array}{ccc}
-\operatorname{tr} X_{n}^{i} & 0 & 0 \\
0 & -\operatorname{tr} Y_{n}^{i} & 0 \\
0 & 0 & -t r Z_{n}^{i}
\end{array}\right]  \tag{13}\\
\left(\mathbf{M}_{i}\right)_{n}^{\prime}=\left[\begin{array}{lll}
\left(a_{i x}\right)_{n}^{\prime} & \left(a_{i y}\right)_{n}^{\prime} & \left(a_{i z}\right)_{n}^{\prime} \\
\left(b_{i x}^{\prime}\right)_{n}^{\prime} & \left(b_{i y}\right)_{n}^{\prime} & \left(b_{i z}\right)_{n}^{\prime} \\
\left(c_{i x}\right)_{n}^{\prime} & \left(c_{i y}\right)_{n}^{\prime} & \left(c_{i z}\right)_{n}^{\prime}
\end{array}\right]  \tag{14}\\
\mathbf{M}_{i}=\left[\begin{array}{lll}
a_{i x} & a_{i y} & a_{i z} \\
b_{i x} & b_{i y} & b_{i z} \\
c_{i x} & c_{i y} & c_{i z}
\end{array}\right] \tag{15}
\end{gather*}
$$

It is reminded that $\mathbf{P c}_{n}^{i}$ is the position of the camera relatively to the $i$-th marker. The marker's position $\mathbf{P}_{m}^{i}$ is added to $\mathbf{P c}_{n}^{i}$, in order to calculate the corresponding position on the global coordinate system $\mathbf{P g}_{n}^{i}$,:

$$
\mathbf{P g}_{n}^{i}=\left(\operatorname{Tr}_{n}^{i}\left(\mathbf{M}_{i}\right)_{n}^{\prime} \mathbf{M}_{i}+\left[\begin{array}{ccc}
X_{m}^{i} & 0 & 0  \tag{16}\\
0 & Y_{m}^{i} & 0 \\
0 & 0 & Z_{m}^{i}
\end{array}\right]\right)\left[\begin{array}{l}
\hat{\mathbf{x}}_{g} \\
\hat{\mathbf{y}}_{g} \\
\hat{\mathbf{z}}_{g}
\end{array}\right]
$$

An illustration of the process described in this section is shown in Fig. 3: The camera detects a marker. The position of the camera is calculated relatively to the marker. Since the pose of the marker is known, the position of the camera in the global coordinate system can be calculated. At the end of this process, the camera's position $\mathbf{P g}_{n}^{i}$ is calculated based on the detected $i$-th marker at time $t_{n}^{f}$. A captured frame and the detected markers are shown in Fig. 4.


Fig. 4. An example of the detection of optical markers. The corners of the black squares are detected, and by the combination of the black and white blocks inside the square the orientation of the marker is extracted, as well as its id. The local coordinate system of each detected marker is also drawn on the captured frame.

## B. Optical Position Estimation Filtering

The aforementioned method results in numerous cameraposition estimations, since each identified ArUco marker per frame corresponds to an estimated camera position. For instance, when three markers are identified in a single frame, the output would be three "possible" positions, which do not necessarily coincide, due to poor quality images; e.g. poor focus, long distance, greatly tilted camera, etc.. Thanks to the frame-rate, which depends on the selected camera (in our case 30 Hz ), the algorithm would end up with more than 100 position-estimations per s.
In this section, the process of discarding poor-quality images and exploiting the remaining ones is described. Low quality captured frames lead to position estimations with great errors. Every estimation is required to meet some conditions in order to be considered valid. The first condition is that position estimation $\mathbf{P g}_{n}^{i}$ must be in front of the corresponding $i$-th marker. The marker is only visible from one side, so the frame on which the $i$-th marker was detected was captured while the camera was facing the visible side of the marker. This condition can be expressed as:

$$
\begin{equation*}
\overline{\mathbf{P}_{m}^{i} \mathbf{P g}_{n}^{i}} \cdot \hat{\mathbf{z}}_{m}^{i}>0 \tag{17}
\end{equation*}
$$

where $\overline{\mathbf{P}_{m}^{i} \mathbf{P g}_{n}^{i}}$ is the vector connecting the center of the $i$-th marker with the estimated camera position. $\hat{\mathbf{z}}_{m}^{i}$ is the normal vector on the visible side of the marker. So, if the projection of $\mathbf{P}_{m}^{i} \mathbf{P g}_{n}^{i}$ on $\hat{\mathbf{z}}_{m}^{i}$ is positive, $\mathbf{P g}_{n}^{i}$ is in the "correct" half-space.
The second condition is related to the distance of the estimated position $\mathbf{P g}_{n}^{i}$ to the center $\mathbf{P}_{m}^{i}$ of the $i$-th marker. As the distance between the camera and the marker increases, the quality of the marker's depiction on the captured frames decreases. Let $R_{\max }$ be the maximum distance between the camera and the marker for which we consider that the captured frame can provide an accurate estimation of the position of the camera. On the other hand, the marker is required to be entirely visible on the captured frame in order to be detected. So, the camera cannot be arbitrarily close to the marker. Let
the minimum distance be $R_{\min }$. The second condition can be expressed as:

$$
\begin{equation*}
R_{\min }<\left|\left(\mathbf{P}_{m}^{i} \mathbf{P g}_{n}^{i}\right)\right|<R_{\max } \tag{18}
\end{equation*}
$$

The third and final condition ensures that the marker is detected only when seen from a limited angular range. $\left|\left(\mathbf{P}_{m}^{i} \mathbf{P g}_{n}^{i}\right)\right|$ is the Euclidean norm of vector $\overline{\mathbf{P}_{m}^{i} \mathbf{P g}_{n}^{i}}$. As the angle between the camera's facing direction and the marker's $\hat{\mathbf{z}}_{m}^{i}$ vector increases, the area occupied by the marker's depiction on the captured frame decreases. So, the ambiguity of the measurement is expected to increase. So the frames in which the $i$-th marker was detected from an angle greater than $a n g_{\max }$ are discarded. The following condition must be met:

$$
\begin{equation*}
\arccos \left(\frac{\overline{\mathbf{P}_{m}^{i} \mathbf{P} \mathbf{g}_{n}^{i}} \cdot \hat{\mathbf{z}}_{m}^{i}}{\left|\left(\mathbf{P}_{m}^{i} \mathbf{P g}_{n}^{i}\right)\right|}\right)<a n g_{\max } \tag{19}
\end{equation*}
$$

Let the remaining filtered measurements, after discarding those that do not fulfill (17)-(19), be $\mathbf{P f}_{n}^{i}$. The filtering process continues by identifying overlapping time windows and grouping the measurements in each window. The length of each time window $T W_{j}, j=1,2, \ldots, J$ varies, so that each window contains at least $N_{\text {frame }}$ measurements $\mathbf{P f}_{n}^{i}$.

The last step of filtering aims to extract one position estimation from each time window $T W_{j}$. The position estimations $\mathbf{P f}_{n}^{i}$ of each window are divided in clusters, using a k-means clustering algorithm. The center of the cluster with the greatest size is $\mathbf{P} \mathbf{w}_{j}$, and is matched with the midpoint $t w_{j}$ of the corresponding time window $T W_{j}$. So, the estimation set that is used in the following steps of the algorithm are the $J$ position estimations $\mathbf{P} \mathbf{w}_{j}$ and the $J$ corresponding times $t w_{j}$. An example of how clustering is performed in each time window is shown in Fig. 5.

## C. Handheld Device Velocity Estimation

As discussed earlier, RFID PoA measurements are also collected from the RFID tags attached to each ArUco marker. Those measurements are fused in a Kalman filter to estimate the velocity of the handheld device as explained below. The reader collects phase measurements of the tag's backscattered signal, wrapped in $[0, \pi)$. Initially, the phase measurements are unwrapped. The measurements include noise, which is modeled as a normally distributed variable. The measured phase is:

$$
\begin{gather*}
\phi_{\text {meas }}=\left(\phi+\phi_{\text {noise }}\right) \bmod (\pi)  \tag{20}\\
\phi=\phi_{p}+\phi_{o}  \tag{21}\\
\phi_{p}=\frac{4 \pi}{\lambda} d  \tag{22}\\
\phi_{\text {noise }} \sim N\left(0, s_{\text {phase }}\right) \tag{23}
\end{gather*}
$$

where the phase of the received signal $\phi$ is considered as the sum of two components $\phi_{p}$ and $\phi_{o} . \phi_{p}$ is the phase accumulated due to electromagnetic wave propagation, $\phi_{o}$ is


Fig. 5. The filtered estimations $\mathbf{P f}_{n}^{i}$ of the window are divided in clusters, indicated here by the green and red circle. The center of the most populated cluster (green) represents the estimated position $\mathbf{P} \mathbf{w}_{j}$ of the specific time window. $\mathbf{P w}_{j}$ is shown with a black dot. The corresponding ground truth position is shown with an orange dot. The optical landmarks and their orientation are marked with black dots and colored lines, as in Fig. 2. Axis dimensions are in meters $(m)$.
a phase offset due to cabling and the related hardware. $\phi_{\text {noise }}$ is the phase measurement noise, $\lambda$ the carrier's wavelength, and $d$ the distance from the antenna to the tag.

Let $\mathbf{P}_{a n t}(t)$ be the position of the antenna at time $t$. Reference RFID tags are attached to the optical markers; hence share the same coordinates $\mathbf{P}_{m}^{i}$. Regarding the position of the antenna, (22) becomes:

$$
\begin{equation*}
\phi_{p}(t, i)=\frac{4 \pi}{\lambda}\left|\left(\mathbf{P}_{m}^{i} \mathbf{P}_{a n t}(t)\right)\right| \tag{24}
\end{equation*}
$$

The rate of change of (24) is:

$$
\begin{align*}
& \frac{\Delta}{\Delta t}\left(\phi_{p}(t, i)\right)=\frac{4 \pi}{\lambda} \frac{\Delta}{\Delta t}\left(\left|\left(\mathbf{P}_{m}^{i} \mathbf{P}_{a n t}(t)\right)\right|\right)  \tag{25}\\
& \frac{\lambda}{4 \pi} \frac{\Delta}{\Delta t}\left(\phi_{p}(t, i)\right)=\frac{\Delta}{\Delta t}\left(\left|\left(\mathbf{P}_{m}^{i} \mathbf{P}_{a n t}(t)\right)\right|\right)
\end{align*}
$$

The right part of (25) can be interpreted as the magnitude of the velocity of the antenna in the direction of the $i$-th reference tag [32]. Let that radial velocity be $\overline{\mathbf{U}}_{r a d}(t, i)$ :

$$
\begin{gather*}
\overline{\mathbf{U}}_{r a d}(t, i)=-\frac{\lambda}{4 \pi} \frac{\Delta}{\Delta t}\left(\phi_{p}(t, i)\right) \hat{\mathbf{u}}_{r a d}(t, i)  \tag{26}\\
\hat{\mathbf{u}}_{r a d}(t, i)=\frac{\overline{\mathbf{P}_{a n t}(t) \mathbf{P}_{m}^{i}}}{\left|\left(\mathbf{P}_{a n t}(t) \mathbf{P}_{m}^{i}\right)\right|} \tag{27}
\end{gather*}
$$

where, $\hat{\mathbf{u}}_{r a d}(t, i)$ is the radial unit vector from the position of the antenna to the $i$-th reference tag. Let the real velocity of the antenna be $\overline{\mathbf{U}}_{\text {real }}(t)=\left[U_{\text {real }}^{x}(t), U_{\text {real }}^{y}(t), U_{\text {real }}^{z}(t)\right]^{T}$. $\overline{\mathbf{U}}_{\text {rad }}(t, i)$ is the projection of $\overline{\mathbf{U}}_{\text {real }}(t)$ on the corresponding radial vector $\hat{\mathbf{u}}_{r a d}(t, i)$ :

$$
\begin{equation*}
\hat{\mathbf{u}}_{r a d}(t, i) \cdot \overline{\mathbf{U}}_{\text {real }}(t)=-\frac{\lambda}{4 \pi} \frac{\Delta}{\Delta t}\left(\phi_{p}(t, i)\right) \tag{28}
\end{equation*}
$$



Fig. 6. An example of the measurement filtering process described in Section II-D. The $x$-axis and $y$-axis coordinates are shown in the left figure, while the z -axis and x -axis in the right one. The orange dots are the Kalman filtered estimations $\mathbf{P} \mathbf{k}_{j}$, while the blue " x "s the windowed estimations $\mathbf{P} \mathbf{w}_{j}$. The red stars represent the positions of the optical markers and reference RFID tags.
$U_{\text {real }}^{x}(t), U_{\text {real }}^{y}(t), U_{\text {real }}^{z}(t)$ in (28) are evaluated by solving the following minimization problem:

$$
\begin{gather*}
\overline{\mathbf{U}}_{\text {real }}(t)=\underset{\overline{\mathbf{U}}}{\arg \min } \sum_{i}\left(f_{\text {cost }}(\overline{\mathbf{U}}, i, t)\right)  \tag{29}\\
f_{\text {cost }}(\overline{\mathbf{U}}, i, t)=\left(\hat{\mathbf{u}}_{\text {rad }}(t, i) \cdot \overline{\mathbf{U}}+\frac{\lambda}{4 \pi} \frac{\Delta}{\Delta t}\left(\phi_{p}(t, i)\right)\right)^{2} \tag{30}
\end{gather*}
$$

An example of the 2 D projection of the real velocity of the antenna on the directions of the reference tags is shown in Fig. 8.

The phase measurements are processed to derive a better estimation of the radial velocity. Initially, the measured data are unwrapped. Then, a Savitzky-Golay filter is applied to the unwrapped phase measurements, which reduces the hardware's introduced phase-noise. The length of the filter's window is in the order of seconds. A representative example of the process is shown in Fig. 7, resulted from experimental measurements. The actual rate is $-0.7186 \mathrm{rad} / \mathrm{s}$ and the estimated is $-0.6606 \mathrm{rad} / \mathrm{s}$; the expected error is small.

## D. Kalman Filtering

The optical measurements from sections II-A and II-B are fused with the velocity estimation from II-C using a Kalman filter. The estimated state is the 3 D position $\mathbf{s}_{j}$ of the antenna:

$$
\begin{equation*}
\mathbf{s}_{j}=\left[s x_{j}, s y_{j}, s z_{j}\right]^{T} \tag{31}
\end{equation*}
$$

$s x_{j}, s y_{j}, s z_{j}$ are the 3D coordinates of the antenna at time $t w_{j}$. The system's model is:

$$
\begin{equation*}
\mathbf{s}_{j}=F \mathbf{s}_{j-1}+B \mathbf{u}_{j-1}+\mathbf{w}_{j-1} \tag{32}
\end{equation*}
$$

The filter's task is to model random movements of the handheld device. $F$ is the state transition matrix, indicating the starting position of the previous state:


Fig. 7. Experimentally collected phase measurements, filtered as described in section II-C. A SLAM enabled robot collects phase measurements from an RFID tag at a known location. The orange line shows the filtered measurements, whereas the blue the expected phase measurements, computed according to the robot's trajectory. The green line show the raw phase measurements as collected by the reader. The filtered measurements are used to calculate the rate of change $\Delta \phi / \Delta t$ for the antenna's velocity estimation.

$$
F=I_{3}=\left[\begin{array}{lll}
1 & 0 & 0  \tag{33}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$B$ is the control matrix and $\mathbf{u}_{j-1}$ is the control vector, representing the velocity of the antenna, which represents the cause for the change of the current state. $\mathbf{u}_{j-1}$ is estimated through the process described in II-C. It is reminded that phase measurements from tags at known positions are collected and used to estimate the velocity of the antenna, assuming that its position is also known.

## Ref. Tag \#2



Antenna
Fig. 8. An illustration of the projection of the real velocity of the antenna on the directions of the reference tags. The projections of $\overline{\mathbf{U}}_{\text {real }}$ on the known directions of the reference tags can be calculated. Knowing $\overline{\mathbf{U}}_{\text {rad }}(1)$, $\overline{\mathbf{U}}_{\text {rad }}(2), \overline{\mathbf{U}}_{\text {rad }}(3)$ allows one to estimate $\overline{\mathbf{U}}_{\text {real }}$.

$$
\begin{gather*}
\mathbf{u}_{j-1}=\overline{\mathbf{U}}_{\text {real }}\left(t w_{j-1}\right)  \tag{34}\\
\mathbf{u}_{j-1}=\left[U_{\text {real }}^{x}\left(t w_{j-1}\right), U_{r e a l}^{y}\left(t w_{j-1}\right), U_{r e a l}^{z}\left(t w_{j-1}\right)\right]^{T}
\end{gather*}
$$

$B$ is the time interval $\Delta t$ between the state estimation $j-1$ and $j$ :

$$
\begin{equation*}
B=\Delta t \tag{35}
\end{equation*}
$$

Finally, $\mathbf{w}_{j-1}$ is a random variable used to model the system's ambiguities and the device's random acceleration:

$$
\begin{gather*}
\mathbf{w}_{j-1} \sim N(0, Q)  \tag{36}\\
Q=s_{a}^{2} I_{3} \tag{37}
\end{gather*}
$$

where $s_{a}$ is the filter parameter regarding acceleration of the device. The corresponding measurement model is:

$$
\begin{equation*}
\mathbf{z}_{j}=H \mathbf{s}_{j}+\mathbf{v}_{j} \tag{38}
\end{equation*}
$$

where $\mathbf{z}_{j}$ is the measurement, $H$ is the measurement matrix, and $\mathbf{v}_{j}$ is the measurement noise vector. The measurement in our case is the optical position estimation $\mathbf{P w}_{j}$ described in sections II-A and II-B. So:

$$
\begin{gather*}
\mathbf{z}_{j}=\left[\mathbf{P} \mathbf{w}_{j} \cdot \hat{\mathbf{x}}_{g}, \mathbf{P} \mathbf{w}_{j} \cdot \hat{\mathbf{y}}_{g}, \mathbf{P} \mathbf{w}_{j} \cdot \hat{\mathbf{z}}_{g}\right]^{T}  \tag{39}\\
H=I_{3}  \tag{40}\\
\mathbf{v}_{j} \sim N(0, R) \tag{41}
\end{gather*}
$$

$$
\begin{equation*}
R=s_{m}^{2} I_{3} \tag{42}
\end{equation*}
$$

where $s_{m}$ is the filter parameter regarding the ambiguity of the measurements. The Kalman filtering process is defined by the following equations:

$$
\begin{gather*}
\hat{\mathbf{s}}_{j}^{-}=F \hat{\mathbf{s}}_{j-1}^{+}+B \mathbf{u}_{j-1}  \tag{43}\\
P_{j}^{-}=F P_{j-1}^{+} F^{T}+Q  \tag{44}\\
K_{j}=P_{j}^{-} H^{T}\left(R+H P_{j}^{-} H^{T}\right)^{-1}  \tag{45}\\
\hat{\mathbf{s}}_{j}^{+}=\hat{\mathbf{s}}_{j}^{-}+K_{j}\left(\mathbf{z}_{j}-H \hat{\mathbf{s}}_{j}^{-}\right)  \tag{46}\\
P_{j}^{+}=\left(I_{3}-K_{j} H\right) P_{j}^{-} \tag{47}
\end{gather*}
$$

In the above, $\hat{\mathbf{s}}_{j}^{+}$is the estimation of the device's position at time $t w_{j} . \hat{\mathbf{s}}_{j-1}^{+}$is used to calculate $\mathbf{u}_{j-1}$ according to section II-C. Through the resulting estimations, the final estimation of the antenna's trajectory $\mathbf{P k}_{j}$ is calculated. An example of the windowed estimations $\mathbf{P w}_{j}$ and the Kalman filtered estimations $\mathbf{P} \mathbf{k}_{j}$ is shown in Fig. 6.

## E. Tag Localization

Given that the virtual antenna trajectory of the handheld device is estimated, as presented earlier, the final part of the proposed method estimates the locations of the unknown RFID tags. As stated in section II-C, the high read rate facilitates phase unwrapping of the collected measurements per tag. Let the unwrapped phase of tag-l at time $t w_{j}$ be $\phi_{u}\left(l, t w_{j}\right)$. The 3D position of tag- $l \mathbf{P}_{l}$ is estimated through the following minimization problem, as in [23]:

$$
\begin{gather*}
\left\{\mathbf{P}_{l}, c_{l}\right\}=\underset{\mathbf{P}, c}{\arg \min } \sum_{j} g_{\text {cost }}^{2}(\mathbf{P}, c, j, l)  \tag{48}\\
g_{\cos t}(\mathbf{P}, c, j, l)=\frac{4 \pi}{\lambda}\left|\left(\mathbf{P} \mathbf{P} \mathbf{k}_{j}\right)\right|-\phi_{u}\left(l, t w_{j}\right)+c \tag{49}
\end{gather*}
$$

Equation (49) evaluates the similarity of the collected measurement $\phi_{u}$ at time $t_{j}$ with the expected one, assuming that the position of the tag is $\mathbf{P}$. The higher the value of (49), the lower the similarity. The position that minimizes the sum of $g_{\text {cost }}$ for all collected measurements is the estimated position of the corresponding tag, as shown in (48).

## III. Experimental Results

In this section, experimental results of the proposed method are presented. The rest of the section is divided in three parts: The accuracy of the antenna trajectory estimation is examined in section III-A, and that of the tag localization in section III-B. In section III-C, a SLAM enabled robot is used to compare the localization performance in two cases: using the estimated and the ground truth trajectory of the antenna.


Fig. 9. The map created by the robot in one of the experiments described in section III-A, where both the trajectory of the antenna and the landmarks are shown. Three of the landmarks (with dots) are below the other three.


Fig. 10. The results of experiment $E . A 1$ as described in section III-A. The blue line is the ground truth trajectory of the antenna, the red dots are the estimated positions $\mathbf{P} \mathbf{k}_{j}$.

## A. Trajectory Estimation Accuracy

The ground truth position of the moving antenna is required, in order to evaluate the accuracy of the estimated antenna trajectory. The ground truth of the device's position is acquired by attaching the device on top of a SLAM-capable robot. The robot, carrying the antenna and the camera, is equipped with a low-noise $360^{\circ}$ lidar, which guarantees accurate map creation and localization of its own pose (at cm accuracy). The acquired position of the antenna on top of the robot at time $t$ is:

$$
\begin{equation*}
\mathbf{P}_{\text {ant }}(t)=\left[x_{\text {ant }}(t), y_{\text {ant }}(t), z_{\text {ant }}(t)\right] \tag{50}
\end{equation*}
$$

At the same time, the camera of the device (on top of the robot) detects the optical/RFID markers, thus estimating the device's positions $\mathbf{P} \mathbf{k}_{j}$ as explained in sections II-A to II-D. To evaluate the accuracy of the estimation, the error $E r_{T}$ between


Fig. 11. Comparative results of experiment $E . A 2$ as described in section III-A.
the robot's ground-truth positions $\mathbf{P}_{a n t}\left(t w_{j}\right)$ and the estimated positions $\mathbf{P} \mathbf{k}_{j}$ is:

$$
\begin{equation*}
E r_{T}=E\left[\left|\left(\mathbf{P}_{a n t}\left(t w_{j}\right) \mathbf{P} \mathbf{k}_{j}\right)\right|\right] \tag{51}
\end{equation*}
$$

where $E[\cdot]$ represents the mean value. The map created by the robot, the antenna's ground truth positions, and the positions of the landmarks in one of the experiments is shown in Fig. 9.

Two experiments are presented, each with different number of landmarks and size of optical markers. In the first experiment $E . A 1$ three landmarks were used. The size of the optical markers was $18 \mathrm{~cm} \times 18 \mathrm{~cm}$. In the second experiment E.A2 six landmarks were used, but the size of the optical markers was $9 \mathrm{~cm} \times 9 \mathrm{~cm}$. Given that the same camera and configuration is used, larger optical markers are expected to provide better position estimations $\mathbf{P w}_{j}$, since the projection of the optical marker on the captured frame is larger, thus providing higher Signal-to-Noise ratio (SNR).

The ground truth antenna trajectory and estimation of E.A1 on the $x y$-plane is shown in Fig. 10, along with an illustration of how the estimated positions were matched with the ground truth in order to calculate (51). The results of E.A2 on the $x y$-plane are shown in Fig. 11. The calculated 3D errors $E r_{T}$ for $E . A 1$ and $E . A 2$ are 0.19 m and 0.22 m respectively, verifying a small increase of the mean error for the smaller landmarks. In general, the estimated trajectories from the proposed optical/RFID system are very close to the actual trajectories. Next, we examine the final error, on the estimation of the positions of the unknown tags from a manual operated handheld device.

## B. Tag Localization Accuracy

Tagged items were placed on shelves as shown in Fig. 12. Thirty six target-tags and six landmarks were distributed in the $1.4 m \times 1.2 m$ experimental area. The size of the optical markers was $9 \mathrm{~cm} \times 9 \mathrm{~cm}$.

The handheld device was moved around randomly by the user who was facing the shelves standing in front of them


Fig. 12. RFID tagged optical landmarks were placed on the faces of some shelves. The handheld device was moved in front of the shelves, facing the landmarks. The trajectory of its antenna was calculated as explained in sections II-A to II-D, and was used, in order to calculate their positions.
as would be done in manual inventorying. The device was moved so that its camera could detect the optical markers and its directional antenna the RFID tags. The estimated trajectory of the antenna in one of the experiments and the locations of the target-tags are shown in Fig. 13. In order to estimate the positions of the tags the minimization problem of (48), (49) is solved.

Three experiments were conducted. Characteristic results are shown in Fig. 14. Let $\mathbf{G}_{l}=\left[G_{x}(l), G_{y}(l), G_{z}(l)\right]$ be the ground truth location of the $l$-th of $L$ tags and $\mathbf{P}_{l}=$ $\left[P_{x}(l), P_{y}(l), P_{z}(l)\right]$ its estimated location. In order to evaluate the results, for each experiment we calculate the mean error $E r_{3 D}$ between the ground truth and estimated location:

$$
\begin{equation*}
E r_{3 D}=\frac{1}{L} \sum_{l=1}^{L}\left|\left(\mathbf{P}_{l} \mathbf{G}_{l}\right)\right| \tag{52}
\end{equation*}
$$

The resulted $E r_{3 D}$ are summarized in Table I. In the same table, the number of antenna trajectory points and RFID tag reads for each experiment are given. These numbers are an indicator of the quality of the measured data. The number of points of the estimated antenna trajectory depends on the number of frames, where the optical markers were successfully detected. Similarly, the number of RFID-reads affects the antenna trajectory estimation and ultimately the taglocalization accuracy. From all experimental results of Table I, the mean value of $E r_{3 D}$ is 0.953 m . The corresponding 3D error is considered small for manual inventorying, bearing in mind that it is smaller than $1 / 10$ of the reading range of the RFID reader.

Finally, we examine whether or not the required computational time grants the proposed method suitable for real-time applications. In Table II the required computational time to get the tag localization results for each experiment is shown. This time includes both the trajectory estimation of the antenna and the tag localization. Along the computational time, the duration of each experiment is presented, that is for how

TABLE I
EXPERIMENT RESULTS FOR TAG LOCALIZATION ACCURACY EVALUATION.

| Experiment | $E r_{3 D}(m)$ | Trajectory <br> Points | RFID <br> Reads |
| :---: | :---: | :---: | :---: |
| $\# 1$ | 0.93 | 120 | 12403 |
| $\# 2$ | 1.03 | 98 | 7461 |
| $\# 3$ | 0.90 | 131 | 14047 |

TABLE II
COMPUTATIONAL TIME FOR TAG LOCALIZATION.

| Experiment | Computational <br> Time $(s)$ | Measurement <br> Time $(s)$ |
| :---: | :---: | :---: |
| $\# 1$ | 20 | 81 |
| $\# 2$ | 12 | 49 |
| $\# 3$ | 20 | 96 |

long measurements were collected by the camera and the RFID reader. In all cases, the required computational time is no greater than 20 s . Additionally, the measurement time is always at least four times greater than the corresponding computational time. The results indicate high applicability of the proposed method for real-time applications.

## C. Effect of trajectory-estimation error on the tag localization accuracy

Additional experiments using a SLAM enabled robot were conducted to compare the localization performance in two cases: using the estimated and the ground truth trajectory of the antenna. The robot moved in an environment with high density of optical markers and reference tags, shown in Fig. 15. Apart from the reference, target-tags were placed at known locations. Having estimated the robot's trajectory using the proposed method, we performed tag-localization, using i) the estimated antenna trajectory, and ii) the ground truth antenna trajectory. For the estimation of the antenna-trajectory, we considered two cases; one with all 10 optical and RFID markers (high density estimations) and one with only three optical and RFID markers (low density estimations).

The results are presented in Fig. 16. In the low-density case, the estimated trace appears "bended" at the top of the figure with respect to the ground truth and the "high density" case, which resulted in larger localization error of the tags at the top of the figure (opposite to the bended trace). In the high-density case, the trajectory estimation error was 14 cm with a standard deviation of 2 cm , which resulted in a mean tags' localization error of 22 cm ; comparable to the ground truth mean localization error of 19 cm . When only 3 markers were used, the mean trajectory error was 16 cm ; however the mean localization error was increased to 37 cm , due to the erroneously estimated curvature of the trajectory, affecting the tags at the top of the figure.

## IV. Conclusions and Future Work

In this paper, we have presented a method for RFID tag localization using a handheld device consisting of an RFID


Fig. 13. An illustration of a tag localization experiment, presented in section III-B in side (a) and top view (b) respectively. The blue line is the estimated trajectory of the handheld device's antenna. The red dots are the actual positions of the unknown RFID-tags.


Fig. 14. Experimental tag localization results. The red dots are the actual positions of the unknown RFID-tags. The black dots are the corresponding estimations, connected with green lines (the error) from their actual positions.
reader and a camera. The method is suitable for manual inventorying, where traditionally only the existence of an RFID tag is expected. The device calculates its own trajectory exploiting optical and RFID landmarks at known locations. Detection of the optical markers provide estimations of the positions of the reader, and phase measurements from the reference tags enable the calculation of the device's velocity. The position and velocity estimations are fused using a Kalman filter to get the final estimation of the devices 3D trajectory. As soon as the trajectory is estimated, the positions of all unknown tags in range are also estimated by solving a proper minimization problem. The proposed method is real-time.

Experimental results show that increased accuracy can be achieved by increasing the spatial density of the optical and RFID markers.

Future work will be focused on avoiding any installation of optical markers, but rather exploiting photos collected from the actual scene. Furthermore, as the accuracy of tags' localization
greatly depends on the accuracy of the trajectory estimation, improved optical equipment is expected to increase the number of "quality" frames, thus improving the results. Different approaches to the pre-processing of the captured frames as well as how optical and RFID data are fused can be examined.
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