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\textbf{A B S T R A C T}

In the last decade increasing concerns about the environment, financial reasons based on fuel prices and application-specific operational challenges have been driving the development of electric propulsion and hybrid or full-electric ships. The use of battery energy storage systems (BESS), which are suitable for a broad range of ship applications with different requirements, can reduce the use of fossil fuels. In this paper, the benefits of an onboard DC grid, as applied by ABB, are briefly presented. The integration of BESS and the challenges for ship applications are also discussed. The focus of this paper is on a parameter identification method for an electric model of a battery and the evaluation and validation of a battery state estimation method, in respect to the accuracy requirements for ship applications.
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1. Introduction

Environmental, financial and operational reasons have been driving the development of electric propulsion and hybrid electric ships. Recently, the concept of all electric ships (AES) has been also introduced, due to many benefits, such as flexibility in space and weight allocation, more degrees of freedom in the power system layout, enhanced operating life, increased survivability and maintainability and overall efficiency, etc.\textsuperscript{[1]}. Main drivers behind this are the naval applications\textsuperscript{[2]}, which involve special loads, e.g., the pulsed load of electromagnetic aircraft launchers, however other type of vessels also start to become interesting applications for electric ships with energy storage, like ferries\textsuperscript{[3,4]}

The use of battery energy storage systems (BESS), which among others could be also charged by renewable energy sources mostly onshore, may reduce the use of fossil fuels for some ship applications. A broad range of specific applications, like peak shaving, capacity firming, spinning reserve, backup power and pure electric operation etc. are suitable for BESS, however they usually have quite different requirements. Vessel types specifically benefiting from such applications are offshore support vessels, drill rigs, ice breakers, tug boats and shuttle ferries.

For such hybrid or full electric ships, the optimization of the power system’s operation relies heavily on the management of the energy storage. This has been already identified as a key issue for the control of the power system in AES\textsuperscript{[5]}, and it is for this reason that an accurate state estimation of the BESS is also so important. In specific, fast acting energy storage can compensate the lag of diesel generators and reduce their negative effects on power quality, while for longer time scales, an appropriate BESS could satisfy temporary increases in power demand, avoiding the need to start an additional generator, which would have to operate in partial load with low efficiency. The modular nature of BESS can also be seen as ideal for distributed energy storage, which can increase the reliability and flexibility of the complete power system, comparing to centralized storage, and is also easier to adjust to different types of load variation by reprogramming the inverters’ control algorithms\textsuperscript{[5]}

The technology of choice today is the Li-ion battery, which keeps improving continuously\textsuperscript{[6]}, while its cost is coming down quickly. The cost per kWh for electric vehicles (EV) batteries dropped by 35\% during 2015 alone, according to Bloomberg New Energy Finance\textsuperscript{[7]}. Much of this is driven by the economy of scale when battery manufacturers are ramping up production to meet increased demand from electric vehicles and stationary energy storage, but improvements in energy density is also an important factor. This increased interest in batteries for EVs in combination with environmental and energy issues is reflected to the recent work of a number of researchers\textsuperscript{[8–11]}.
Depending on the system requirements for a BESS in a marine application stated by power profile, design lifetime, footprint and safety, etc., Li-ion batteries based on lithium nickel manganese cobalt oxide (NMC), lithium nickel cobalt aluminum oxide (NCA) or Li-phosphate (LFP) cathodes and carbon or Li-titanate (LTO) anodes may be chosen. Different battery systems have their respective strengths and weaknesses in terms of cost, charge and discharge rate capabilities, calendric and cyclic lifetimes and safety. That said, most BESS have to be designed with a sufficient initial over-sizing in order to cope with the fade in energy capacity and/or power capability over its lifetime. A marine BESS is typically comprised by one or more parallel strings with a nominal voltage in the range of 700 and 1000 V. Strings are paralleled to meet energy capacity and power capability requirements.

In this paper, an overview of an onboard DC system, as applied by ABB, is briefly presented and its benefits versus AC are shortly discussed. The integration of BESS along with some technical requirements and challenges for marine applications are also mentioned. The focus is on a parameter identification method for a typical battery model, and on a capacity and state-of-charge estimation using a combination of algorithms. The estimation method is validated with experimental results from lab measurements and shown to provide good accuracy. A discussion on the method’s challenges to make it robust for demanding ship applications is also done.

2. BESS integration into an onboard DC system

There are many ways to integrate a BESS into the electric power system of a ship, in terms of circuit configuration, hardware inter-face and control. For example, even though the BESS is usually interfaced to the power distribution grid with its own power converter, it can also be connected directly to the DC-link of the electric propulsion system, eliminating the need for a DC/DC converter, but increasing the size of the frequency converter and the propulsion inverter that have to control the voltage of the DC-link to control the state-of-charge (SOC) of the BESS [12].

In the last years, the onboard DC grid is being adopted for various applications. For example, its advantages versus traditional AC systems regarding dynamic positioning operation of offshore support vessels (OSV) include improved efficiency, optimization of operation and fast ramping connected with the integration of energy storage [13]. In Fig. 1, an onboard DC distribution system including the BESS, as applied by ABB [14], can be seen in high-level detail. The main benefits from including a battery system are the reduction of fuel consumption and emissions, but also the improvement of the dynamic response of the system, compared to a diesel-electric generator, and the increased availability due to the instantaneous availability of energy back-up source.

The onboard DC grid in general provides a highly efficient power distribution system that allows a wide range of sea-faring vessels to cut their fuel consumption, as well as incorporate DC energy sources, such as solar PV panels and fuel cells, and of course BESS. Based on a recent analysis from ABB [14], the implementation of DC grid may reduce the electrical equipment footprint and weight of up to 30% and the fuel consumption and emissions by 20%. In fact, tests made in Dina Star, an offshore platform supply vessel outfitted with ABB’s onboard DC grid, in 2014, identified a reduction of specific fuel oil consumption of up to 27% [15]. It has to be noted, that these improvements were the result of the onboard DC grid only, not taking into consideration any extra benefit from BESS integration.

BESS enabled vessels may be highly dependent on their energy storage systems to meet backup power requirements, dynamic performance and overall power system stability. Consequently, it is of key importance to ensure that the BESS at every moment have the capability to meet even the worst case scenarios. This is achieved by state estimation, i.e., SOC and state-of-health (SOH) estimation. Accurate battery state estimation is important since not only does it reflect the battery performance but it also enables appropriate, application-driven control actions. Moreover, information from the state estimation, both SOC and SOH, can be integrated into the onboard diagnostics and maintenance system of the ship. State estimation techniques can be broadly categorized in: direct measurement methods, book-keeping estimation, adaptive systems and hybrid methods.

3. Battery cell modeling

In this section, the battery cell modeling and the main phenomena that need to be taken into account for an accurate model, i.e., the relationship between the open circuit voltage (OCV) and the SOC, the hysteresis effect, the temperature and the charge/discharge current rate, and the capacity degradation, are described. In general and in its simplest form, a battery model can be considered as a capacitor, whose capacity is equal to the real capacity of the battery. Considering the internal resistance of the battery, a resistor is added in series with the capacitor to simulate the instant drop of the battery voltage, after a current pulse. The capacitor and the resistance simulate the steady state of the battery. In order to describe the dynamic response of the battery (relaxation effect) after a current pulse, series connected RC branch(es) is/are used. A higher number of RC branches can give higher accuracy to the battery model, but also increases the complexity of the battery model. The efficient number of the RC branches, considering the complexity and the accuracy is regarded to be two [16], but in this work to make the model simpler only one RC branch, which gives also adequate results [17], is used. The choice of the number of RC branches is a trade-off between accuracy and complexity. Complexity refers to the computational effort that the algorithms add to the system operation, especially for an online application, which is also translated into increased computational burden as well as cost. Moreover, the proposed ECM is mostly dependent on the OCV–SOC curve and especially within the area of operation (0.1–0.9 SOC), a fact that makes it rather generic and universal and not only for Li-ion batteries. Consequently, considering the additional complexity, especially for online applications, to use a second (or more) RC branch for achieving a rather small accuracy improvement, the modeling with only 1 RC branch for this kind of batteries and applications is justified as more appropriate.

3.1. OCV–SOC relationship

The OCV has a non-linear relationship with the SOC and this non-linearity makes the battery parameter identification and the state of charge estimation rather challenging in terms of the stability and performance of the battery model. Therefore, although for modeling purposes the relationship between the OCV and the SOC could be considered as static, independent of the battery aging and the current rate, it can be shown that in reality it changes for different temperatures, especially below 0 °C. In order to deal with this non-linearity, the average OCV–SOC curve is divided into linear segments. In an approach similar to [18], to find the appropriate number of linear segments the first and second derivative of the OCV versus SOC have been used. The analysis resulted in 18 linear segments i.e., 10 linear segments from 0 to 0.2 of SOC and eight segments from 0.2 to 1.0 of SOC. This non-uniform distribution of linear segments across the OCV–SOC curve has been performed in order to deal with the high non-linearity of the OCV–SOC relationship observed for SOC levels below 0.2. Based on the fact that for normal C-rates the operation point moves “slowly” along the
The OCV–SOC curve, a piece-wise linear relationship between OCV and SOC at each operation point of the battery can be considered. The equation which describes the OCV–SOC relationship for each of the linear segments [19] has the below generic form:

$$V_{OC} = b_0 + b_1 \cdot SOC$$

(1)

where $b_0$ is the y-intercept and $b_1$ the slope of the linear equation.

3.2. Hysteresis effect

The equilibrium potential is higher at the charging process than that at the discharging process. Therefore we can infer that the equilibrium potential depends on the operation history of the battery during the charging and discharging process [20]. In this paper, the average of the equilibrium potentials of charging and discharging is considered to simplify the model.

3.3. Temperature effect and C-rate

Most of the researchers until now have been trying to estimate the parameters of the battery based on fixed conditions for temperature and current by identifying them offline. However, this puts a limitation using the model for real-time applications, where offline measurements are not available, but also for different kind of batteries, since each cell of a battery might present different characteristics, even if it is from the same manufacturer. As shown in [18], without change in temperature or current-rate the battery parameters can change as much as 800% and if we add on this the aging effect this difference can be even higher, so the estimation of SOC may be very inaccurate.

3.4. Capacity degradation

The maximum (nominal) capacity $Q$ of a battery cell can be defined by the following equation:

$$\int_{t_1}^{t_2} \eta(\tau) \frac{d\tau}{3600} = Q(SOC(t_2) - SOC(t_1))$$

(2)

where $\eta$ is the coulombic efficiency, $i(\tau)$ the current at time $\tau$, $Q$ the capacity, and $SOC(t_1)$ the state of charge at $t_1$. It is obvious that Eq. (2) has a linear structure of $y = Qx$. An accurate estimation of the battery capacity is very important, in order to face the capacity fading as the battery ages. However, it is difficult to measure the battery capacity directly, thus some appropriate methods need to be applied in order to estimate it. As shown in [21] there are three kind of methods for capacity estimation: analytical, computational intelligence-based and model-based. In this paper, the model-based method, in which the SOC estimation and maximum capacity are based on battery models is used, and the total least squares (TLS) algorithm is implemented, to deal with the error being added to the system during the estimation processes.

3.5. Equivalent circuit model

In Fig. 2, the battery equivalent circuit model is presented. The RC branch simulates the relaxation effect of the battery, which represents the slow convergence of the battery voltage to its equilibrium after hours of relaxation following charging/discharging. The parameters of the RC branch, $R_1$ and $C_1$, respectively, change with SOC, temperature and aging. In order to bridge SOC to the OCV voltage, a voltage-controlled source is used. This source describes the nonlinear relationship between OCV and SOC, which is static. When the battery is being charged or discharged, current-controlled source $i_c$ is used so that the SOC of the battery changes dynamically. The series resistance $R_0$ simulates the instant voltage...
after charge/discharge of the battery. It represents the electrochemical process of the battery due to the electrolyte and the inter-phase resistance. $R_0$ also changes with SOC, temperature and the aging effect of the battery and is a great indication of battery SOH.

As pre-mentioned, one RC branch in the equivalent circuit is used, so the state-space equations, which describe the battery operation are:

$$
\begin{bmatrix}
\text{SOC} \\
V_{RC}
\end{bmatrix}
= \begin{bmatrix}
0 & 0 \\
0 & \frac{1}{RC}
\end{bmatrix}
\begin{bmatrix}
\text{SOC} \\
V_{RC}
\end{bmatrix}
+ \begin{bmatrix}
\frac{1}{QR} \\
\frac{1}{C_1}
\end{bmatrix}
i_L
\tag{3}
$$

$$
V_T = [b_1 \ 1]
\begin{bmatrix}
\text{SOC} \\
V_{RC}
\end{bmatrix}
+ R_0i_L + b_0
$$

where the state variables of the system are the SOC and the voltage drop on the RC branch. The only known variables from this state-space system are the current and the output voltage. In order to estimate the SOC and $V_{RC}$, we need first to identify the unknown battery parameters. Since we can extract $b_1$ and $b_0$ from the OCV–SOC curve and $QR$ does not affect the other parameters [22], apart from $b_1$ that is anyway known, the only unknown parameters are $R_1$, $C_1$ and $R_0$.

### 4. Parameter identification and SOC/capacity estimation

This section has three parts: in the first part the parameter identification method for the above mentioned battery model is described, in the second part the SOC estimation is presented and in the third part the capacity estimation algorithms are given. Based on the model shown in Fig. 2, the transfer function of the system, from which the parameters of the equivalent circuit is extracted is:

$$
\frac{Y(s) - b_0}{U(s)} = \frac{R_0s^2 + (b_1/Q_0) + (1/C_1) + (R_0/R_1C_1/Q_1)s + (b_1/R_1C_1/Q_0)}{s(s + (1/RC))}
\tag{4}
$$

Then, using bi-linear transformation ($s \rightarrow \frac{2z−1}{2z+1}$), we get the discrete transfer function (5) with sample time $T$. By implementing a recursive least squares (RLS) filter with forgetting factor we can estimate the coefficients of the discrete transfer function and then identify the parameters of the battery. The forgetting factor $\lambda$ is a parameter used in the RLS filter, which takes values between 0 and 1, giving exponentially less weight to older error samples. The smaller the $\lambda$ is, the smaller is the contribution of previous samples to the co-variance matrix, making the filter more sensitive to recent samples. It is also worth mentioning that the sample time is very important for the parameter identification. As shown in [23], the sample time of the data (input/output) affects the parameter identification, so we choose a sample time to be greater than 0.5 s to maintain a good performance for the parameter identification.

$$
\frac{Y(z^{−1}) - b_0}{U(z^{−1})} = \frac{c_0 + c_1z^{−1} + c_2z^{−2}}{1 + a_1z^{−1} + a_2z^{−2}}
\tag{5}
$$

#### 4.1. Parameter identification

In order to identify the battery parameters we use the RLS filter, with its limitation that poor excitation of the system can lead to the co-variance “wind-up problem” [24] and the different battery dynamics [25]. In terms of this problem, we propose changing the value of the forgetting factor based on the excitation of the system and implementing RLS with different forgetting factor for the parameters according to the system dynamics, so that we estimate the battery parameters. Specifically, when the excitation of the battery reduces, the forgetting factor increases and tends to unity to enhance the performance of the estimator. On the other hand, when the excitation of the battery is high, we want the old information continuously to be forgotten, due to the new dynamic information that keeps coming in, so the forgetting factor reduces and tends to a lower value. Therefore, the forgetting factor depends on the level of excitation of the system and ranges between 0.96 and 1.00.

On the battery equivalent circuit the series resistor and the parameters of the RC branch vary with different rate, so in order to estimate them accurately we use two different values for the forgetting factor: one higher value, when we estimate the series resistor on the battery-equivalent circuit, and one lower value when we estimate the parameters on the RC branch. Both of these values for the forgetting factor are between 0.96 and 1.00 and change, as described above, based on the battery excitation. For the sake of brevity, the RLS algorithm is not presented, since it is available and is described extensively in [24].

Afterwards, we estimate the discrete transfer function coefficients, using the equations found in [22]. In order to deal with some overshoot or undershoot that may occur, when we use the RLS with forgetting factor, we put limits to the parameters of the equivalent circuit. We only put limit 0 to 1 Ω to the series resistance, because it changes with a very high rate, and that causes some overshoots and undershoots, which affect the SOC estimation and thus the capacity estimation, as well. So we can see that by using the voltage output and the current we can identify the battery parameters and how they vary with the aging and the temperature, since the voltage output and the current carries the information for the battery.

#### 4.2. SOC estimation

Having identified the battery parameters, we then proceed to the SOC estimation. Since we linearize our battery system at every time step, we can use the linear Kalman Filter algorithm, which is described analytically in [26]. The state equations of the battery are:

$$
\begin{cases}
\dot{x} = Ax + Bu \\
y = Cx + Du + b_0
\end{cases}
\tag{6}
$$

where $x_1 = \text{SOC}$, $x_2 = V_{RC}$, $A = \begin{bmatrix} 0 & 0 \\ 0 & -1/RC \end{bmatrix}$, $B = \begin{bmatrix} 1/QR \\ 1/C_1 \end{bmatrix}$, $C = \begin{bmatrix} 1 & 0 \\ 0 & b_1 \end{bmatrix}$, $D = R_0$, $u = i_L$, $y = V_T$ and $x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$.

Based on the theory of linear Kalman filters, the co-variance calculation is independent of the state, so we can infer that the capacity degradation does not affect the SOC estimation when using the linear Kalman Filter. The solution of the Riccati equation in a time invariant system converges to steady state co-variance if the matrices $A$, $C$ are observable, which in our case depends on $b_1$, $R_1$ and $C_1$. Therefore, we conclude that an accurate parameter identification, i.e., $R_1$ and $C_1$ values, is crucial for the SOC estimation.

The equations for the implementation of the algorithm for the SOC estimation can be divided into 5 steps, which are repeated at each time update, after the initialization of the state matrix, the co-variance and the process and measurement noise:

1. State estimate time update:

$$
\hat{x}_k = A_{k-1}x_{k-1}^+ + B_{k-1}u_{k-1}
\tag{7}
$$

2. Error co-variance time update:

$$
\sum \hat{x}_k^+ = A_{k-1} \sum \hat{x}_{k-1}^+ A_{k-1}^T + \sum w
\tag{8}
$$
Fig. 3. Overview of the proposed model. (For interpretation of the references to color in this figure citation, the reader is referred to the web version of this article.)

3. Kalman gain matrix:

\[ L_k = \sum x_k^C x_k^T \sum u^{-1} \]

4. State estimate measurement update:

\[ x_k^\hat{} = x_k^e + L_k[y_k - C_kx_k^\hat{} - D_ku_k] \]

5. Error co-variance measurement update:

\[ \sum x_k^2 = (I - L_kC_k)x_k^2 \]

4.3. Capacity estimation

Capacity update is crucial when we want to model the operation of the battery as it ages, because knowing the capacity (together with the increase of the internal resistance) will provide information about the SOH of the battery. In order to estimate the capacity degradation, we use total least squares (TLS) algorithm that, as applied for the estimation of the battery capacity, tries to find the slope of the equation \( y = Q\hat{x} \) where \( x = \text{SOC}(t_2) - \text{SOC}(t_1) \) and \( y = \int_{t_1}^{t_2} \frac{\Delta Q}{\Delta t} \, dt \). We will assume \( \eta = 1 \) at all values of current and temperature which is inside the normal operation according to the manufacturer. For operations outside of the normal range, like low temperature and high C-rate, \( \eta \) must be specifically adjusted according to the analysis presented in [27]. The algorithm we use for the capacity estimation is an extension of the TLS algorithm and has been proposed in [28]. Due to its simplicity, no need to store any value, it can be very easily computed in a recursive manner, which makes it suitable for the MATLAB/Simulink environment. The steps of the algorithm are extensively described in [28].

4.4. Discussion

The main novelty in the proposed model is the introduction of different forgetting factors, which has not been presented in literature yet. The use of different forgetting factors enables more accurate SOC and capacity estimation results, since the parameter identification process, which is of key importance considering the battery states estimation becomes more accurate. Moreover, a fully detailed model regarding the necessary to estimate parameters during the whole lifetime of the battery is presented.

In case of ships, several BESSs are connected in series or in parallel as a battery set a fact that makes important that the proposed model simulates the battery and the battery-cell as black boxes. The measured voltage and current of the battery are used from the algorithms as inputs to estimate the states and identify the parameters. The measured voltage of either a battery pack or a battery cell is being simulated and processed in the same way from the algorithms in case the battery cells are in series. Same goes for the current in case the battery cells are in parallel. The main factor that affects the states estimation is the OCV–SOC curve considering the voltage level. OCV–SOC curve can be extracted for a battery pack accurately in the same way that is described for a battery cell. Consequently, the proposed model is generic and could be applied in case of both battery packs and/or battery cells, as long as an accurate OCV–SOC curve can be extracted.

5. Evaluation and experimental validation

In order to verify the accuracy of the proposed model we have setup two simulation tests, testing its efficiency on two different types of Li-ion batteries at different excitation levels of the battery. Firstly, based on the analysis presented in Sections 3 and 4, an overview of the proposed model is illustrated in Fig. 3. Fig. 3 corresponds to a block diagram showing two parallel paths: one for simulation with algorithms and one for test results. They both start with test measurements for \( V \) and \( I \) and then the algorithms, considering these, estimate the states, while for the experimental results the SOC for example comes from the current integration, due to high resolution and accuracy. In principle the SOC and capacity estimation are sent to the DC grid controller. The two tests have been performed at varying temperatures and different current rates. Table 1 shows the nominal characteristics of the two tested batteries. For the tests we used the LifeTest SBT0550 battery cell.
tester from PEC Corporation, which offers a very accurate current measurement at a rate of 1 ms. This current measurement is used to integrate current for Coulomb counting (CC) SOC estimation and to compare to the proposed state estimation method.

In case of online applications, load profiles can be separated into two major categories, i.e., either with high or with poor excitation [24]. The following experiments have been chosen, in order to investigate the accuracy and the efficiency of the proposed model under such varying loading conditions. Note that the dynamic loads are not necessarily divided based on the application but based on the input dynamic change. Consequently, considering load–profiles with such different characteristics as the ones presented in Figs. 4 and 5, could be easily translated into an assessment of two different ship loads as the ones described in Section 1. Voltage and current for both examined cases have been captured during lab measurements. Furthermore, the reference SOC that is to be used as a benchmark in order the SOC estimation results to be compared with, has been also derived from experimental results.

The first experiment that we set up for Battery 1 is a full discharge of the battery. The specific load profile is given in Fig. 4, which illustrates a pulse test from 1 to 0 SOC, with 10 s and 40 s pulses made at 10% SOC increments to capture the dynamic response of the battery at each SOC increment. In the upper plot of Fig. 4 the imposed discharge current pulses are presented, while in the bottom the voltage response of the battery cell is illustrated. According to the manufacturer, the battery cell can have a maximum current-rate of 5 C and given that in this case 1 C equals 25.9 A (nominal cell capacity 25.9 Ah), 5 C leads to a current of almost 125 A. In case of the experiment presented in Fig. 4, a maximum current rate of 4 C is measured, therefore 100 A. We can think of this experiment as a low excitation input in order to see how the RLS with variable forgetting factor can adjust the “wind-up” of the co-variance matrix.

The second experiment is a dynamic load with high excitation and different current rates, which is implemented to Battery 2. Current and voltage profile for the second experiment are given in Fig. 5. In the upper and bottom plots of Fig. 5 the imposed discharge current pulses and the voltage response of the battery cell are depicted, respectively. For this experiment, the maximum current rate equals again 5 C, however for this case 1 C equals 20 A (nominal cell capacity 20 Ah). In order to validate the algorithm for the capacity estimation we applied the same load to Battery 2 for a long period of time. Also we should mention that on this experiment the temperature varies between 20° and 30°, so we can estimate our system’s dependency on temperature. A voltage drop within one second is considered instantaneous, therefore this as the sample time in our model [29].

Specifically, on the first experiment there is a slow changing current profile, with currents equal to 25.9 A and 100 A. The temperature on this experiment slowly changes and the discharging process lasts 39,842 s. In the following figures we present the parameter identification and the SOC estimation. Since we only discharge the battery once we do not present any capacity estimation. The forgetting factor variance is presented in Table 2. In Figs. 6–8 we present the curves of the battery parameters versus SOC, which have been identified using RLS with multiple forgetting factor.
As for the SOC estimation, the results show that it is very accurate at the higher level of SOC, but as the depth of discharge increases, the non-linearity increases, as well. Thus, the error in SOC increases since the equivalent circuit model cannot simulate very accurately the dynamic response of the battery and furthermore an error is being added to the estimation because the linear Kalman Filter is not able to do the estimations of states when there is high non-linearity, as shown in Fig. 9. Therefore, since the linear Kalman Filter is not efficient under 20% (as we will also see in the validation part), using simple CC method for the range 0–20% might actually give better results for the SOC estimation. This idea of using two different SOC estimation methods for different ranges of SOC, is under investigation for future work.

On the second experiment, as seen in Fig. 5, there is a much faster changing current profile, with currents varying from 0 to 5 C. On this experiment the temperature changes very little, since the cell under test was inside a climate chamber. The charging and discharging lasted almost one week (for the capacity estimation), but for the sake of brevity, we will present only the first 1800 s of the experiment.

The fast changing currents on this experiment allow for checking the importance of using multiple values for the forgetting factor. As mentioned above, the forgetting factor ($\lambda$) gives the contribution of previous samples to the co-variance matrix. The smaller it is, the more sensitive it becomes to recent samples. For the proposed model, we want the series resistance to change much slower than the parameters of the RC branch at every new data that arrives as an input to our model, thus a higher value for the forgetting factor than the one that we set for the $R_1$ and $C_1$. This is because the RC branch simulates the relaxation effect, which means that they vary more than the series resistance with a much longer time constant. So with a lower value for the forgetting factor $R_1$ and $C_1$ change at every input, in order to capture the transient response of the battery. When the excitation of the system is slow we set a value very close to 1, since we do not expect our system states to change much. On Table 2 we can see the range of the forgetting factor values for this experiment, as well.

To illustrate the importance of using different values for the $\lambda$ for estimating the different parameters, we conduct a comparison between single (SFF) and multiple forgetting factor (MFF). The reasons to apply MFF have been mentioned above, while applying SFF means that the value of $\lambda$ still changes for different excitation, but is the same for estimating $R_0$, $R_1$ and $C_1$. For the MFF we apply the $\lambda$ as mentioned in the previous paragraph, whereas for the RLS with SFF we chose to simulate the worst case, i.e., low $\lambda$ for the $R_0$ estimation, which will give an accurate estimation for $R_1$ and $C_1$, but poor for the $R_0$ and high $\lambda$ for the $R_1$ and $C_1$ estimation, which will give accurate estimation for the $R_0$ but poor for $R_1$ and $C_1$. In Figs. 10 and 11 we can see the difference of using SFF and MFF. If we choose SFF, we might end up to lose information of the variance of the parameters or even worse have great overshoots/undershoots of the parameters values, which may lead to greater error on the SOC estimation. The benefit of MFF is that the series resistance $R_0$ changes much slower than the parameters, $R_1$ and $C_1$, of the RC branch for every new data that arrives as an input to the model, thus a higher value for the forgetting factor $\lambda$ than the one that is set for the $R_1$ and $R_1$, as indicated in Table 2 also. The algorithm that used to implement MFF is based on the work of [24]. Moreover, we present how the series resistance respond to the variances of the temperature.

As shown in Fig. 12, when the temperature is high the resistance decreases and when the temperature drops the resistance increases. As it is shown from the SOC estimation figures, our model
gives very accurate results, with an error less than 2%, when we do not have current noise and less than 6% average when we have noise.  
In Figs. 13–15 we can see three different simulations that we have set up for the SOC estimation. One is for the SOC estimation without any noise and the other two are for an average noise ±10 A to the current, a really extreme measurement error considered on purpose to validate the convergence of our algorithm to the true SOC. In the same Figures, and for the same noise in current measurement, the error (over 15%) for the simple CC method for SOC estimation is shown.  
CC has been used as a reference, since it is a conventional method to estimate SOC and gives very accurate results in short term, right because PEC test equipment provides a very accurate current measurement and an internal current integration. Its main drawback is that in long term, due to SOC-drifting, SOC estimation may give bad results. Therefore it is essential the model to be able at any point of battery life to converge to the actual value of SOC considering also the battery capacity fading. That is why an initial noise in the initial SOC has been added, so that the main advantage of the proposed method to be pointed out, i.e., that the SOC estimation converges back to the reference value even when the algorithm is fed on purpose with an offset current. Note that in Figs. 14 and 15, the red curve (Ref) comes from the accurate internal CC method from the tester, but the yellow curve (Coulomb) refers to what the SOC estimation would have been if the CC method would have been used but with low resolution current input, i.e., the same that is used as an input to the algorithms.  
Regarding the capacity estimation, as we can see from Fig. 16 the capacity has not dropped at all. This is due to the battery's chemistry, which presents a very long life cycle (in the range of 10,000 cycles). The capacity drop is 0.03% and we see the accuracy of the TLS algorithm.  

6. Conclusions  
In this paper we began with a short discussion about the benefits of including energy storage, in specific BESS, into the electrical network of hybrid and full-electric ships. A brief overview of an
onboard DC grid has been also presented, showing the improvements that it can bring in total system efficiency and the easier integration of BESS. The differences between onshore grid applications and onboard ship applications regarding safety and operation create a more challenging environment for the BESS. Thus, in order to exploit an integrated BESS for an optimized ship power system operation an accurate SOC estimation is crucial from technical, economic and safety point of view. We proposed a parameter identification method that uses RLS filter with multiple and variable forgetting factors for different parameters and a SOC and Capacity estimation based on Kalman filter and TLS algorithm, respectively. These were validated with test measurements in two different battery cells and the results showed a good fit, especially regarding the SOC and the capacity. Future work includes improvements of the parameter identification method, as well as the idea of using different SOC estimation for different SOC ranges to tackle the non-linearity in lower SOC levels.
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