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Abstract

We extend classical Propositional Logic (PL) by adding a new prim-
itive binary connective |, intended to represent the “superposition”
of sentences ¢ and 1, an operation motivated by the corresponding
notion of quantum mechanics, but not intended to capture all aspects
of the latter as they appear in physics. To interpret the new connec-
tive, we extend the classical Boolean semantics by employing models
of the form (M, f), where M is an ordinary two-valued assignment for
the sentences of PL and f is a choice function for all pairs of classical
sentences. In the new semantics o|¢ is strictly interpolated between
@ A1 and ¢ VY. By imposing several constraints on the choice func-
tions we obtain corresponding notions of logical consequence relations
and corresponding systems of tautologies, with respect to which | satis-
fies some natural algebraic properties such as associativity, closedness
under logical equivalence and distributivity over its dual connective.
Thus various systems of Propositional Superposition Logic (PLS) arise
as extensions of PL. Axiomatizations for these systems of tautologies
are presented and soundness is shown for all of them. Completeness
is proved for the weakest of these systems. For the other systems
completeness holds if and only if every consistent set of sentences is
extendible to a consistent and complete one, a condition whose truth
is closely related to the validity of the deduction theorem.
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1 Introduction

In this paper we present an extension of classical Propositional Logic (PL)
(more precisely, an array of extensions of increasing strength), obtained
by adding a new binary logical operation, called “superposition”, together
with a new semantics extending the standard one, inspired and motivated
by the corresponding notion of quantum mechanics. That the notion of
superposition is central in quantum mechanics is rather well-known. For
the sake of completeness let us outline briefly the core of the idea.

A quantum system A, for example an electron or a photon, can be only in
finitely many possible “states” (or rather “pure states”, see [3]) with respect
to a certain physical magnitude @ such as spin, charge, etc. Suppose for
simplicity that A can be only in two possible states, say “spin up” and “spin
down”. We know that whenever the spin of A is measured, the outcome will
necessarily be either “spin up” or “spin down” but one cannot predict it in
advance precisely, except only with a certain degree of probability. While
unobserved, A is thought to be at some kind of a mixture or composition
of these states, called superposition of states. But as soon as the system
A is scanned and measured, the superposition breaks down, or “collapses”
according to the jargon of quantum mechanics, to one of the constituent
states. So in a sense, the states “spin up” and “spin down” co-exist and at
the same time exclude each other.

From its very beginning quantum mechanics had developed an effective
and flexible formalism to represent the states of a system (see [3] for a brief
overview of the subject), namely as vectors of a Hilbert space. For example
the pure states “spin up” and “spin down” are represented by vectors g, 1,
respectively. Then the “principle of superposition” says that for any complex
numbers cg, c¢1 such that |cg|2 +|c1|? = 1, the linear combination coiiy + ¢y
is also a legitimate state of the system A. Moreover, |co|?, |c1|? represent
the probabilities for A to be in state iy or 7, respectively, when measured.
This treatment of superposition as a linear combination of vectors is mainly
due to P.A.M. Dirac!, who considered the principle of superposition as one
of the most fundamental properties of quantum mechanics.

Later on a new approach to quantum mechanics through quantum logics
was developed by the work of G. Birkhoff- J. von Neumann?, G. Mackey?

P.A.M. Dirac, The Principles of Quantum Mechanics, Oxford U.P., 1958.

2@G. Birkhoff and J. von Neumann, The logic of quantum mechanics, Ann. Math. 37
(1936), 823-843.

3G. Mackey, The Mathematical Foundations of Quantum Mechanics, W. A. Benjamin,
1963.



and others. Here the emphasis was in the formalization of non-distributivity,
another characteristic phenomenon of quantum mechanics, and it was not
clear whether and how non-distributivity and superposition were related to
each other. As S. Gudder says®, the problem arose to find a formulation
of the principle of superposition in the quantum logic approach, roughly
equivalent to Dirac’s formulation in the vector-space approach. Various
such formulations of superposition can be found in the literature.® Note
that all versions of quantum logic are weaker than classical logic, since they
lack the distributivity law.

An important source of inspiration for the present work has been E.
Schrodinger’s 1935 paper [11] containing the “cat paradox”, in which the
author shows, by his famous thought experiment, how superposition of
quantum states might (in principle) be transformed into superposition of
macroscopic situations. Although Schrédinger refers to the experiment with
ridicule, as a “serious misgiving arising if one notices that the uncertainty
affects macroscopically tangible and visible things”, it is perhaps the first
hint towards thinking that the phenomenon could be conceived in a much
broader sense, even in contexts different from the original one. And it is
this general, abstract and purely logical content of superposition that we are
interested in and deal with in this paper.”

In particular, the purpose of the paper is to offer a simple interpretation
of superposition not by means of a variant of quantum logic, but rather by an
extension of classical logic. The interpretation is absolutely within classical
reasoning and common sense, since we do not drop any law of classical logic,
but only augment them by new ones concerning the superposition operation.
The ingredient that makes it possible to go beyond classical tautologies is
the use at each truth evaluation of a choice function acting upon pairs of
sentences, a tool originating in set-theory rather than logic.

Let g, ¢1 denote the statements “A is at state y” and “A is at state 41",
respectively, and let ¢p|¢; denote the statement “A is at the superposition
of states 1y and u1”. g, ¢1 are ordinary statements, so they can be assigned
ordinary truth values. But what about the truth values of ¢g|p1? Clearly

4S.P. Gudder, A superposition principle in physics, J. Math. Phys. 11 (1970), no. 3,
1037-1040.

®See for example S.P.Gudder above and S. Pulmannové, A superposition principle in
quantum logics, Commun. Math. Phys. 49 (1976), no. 3, 47-51.

6As already said earlier, whether the logical content of superposition, as isolated here,
bears actual connections with and/or applications to the existing systems of quantum
mechanics and quantum logic is not known at present. Some further comments on this
issue are made in the last section.



the operation ¢g|¢1 cannot be expressed in classical logic, that is, @o|e1
cannot be logically equivalent to a Boolean combination S(¢g,¢1) of o,
1.7 However, an intriguing feature of g1 is that it has points in common
both with classical conjunction and classical disjunction. In a sense it is a
“mixture” of g A1 and gV @1, or a property between them, since it bears
a conjunctive as well as a disjunctive component. Indeed, ¢p|p; means on
the one hand that the properties ¢y and ¢ hold simultaneously (at least
partly) during the non-measurement phase, which is clearly a conjunctive
component of ¢go|p1, and on the other, at any particular collapse of the
superposed states during a measurement, ¢o|¢1 reduces to either g or ¢,
which is a disjunctive component of the operation. The interpretation of
volp1 given below justifies in fact this meaning of ¢g|p1 as “something
between ¢g A 1 and g V ¢1”.

Let us consider a propositional language L = {po,p1,...} U{A,V,—},
where p; are symbols of atomic propositions, whose interpretations are usual
two-valued truth assignments M : Sen(L) — {0,1} respecting the classical
truth tables. Let us extend L to Ly = L U {|}, where | is a new primitive
binary connective. For any sentences ¢, of Lg, ¢|1) denotes the superpo-
sition of ¢ and 1. Then an interpretation for the sentences of Ls can be
given by the help of a truth assignment M for the sentences of L, together
with a collapsing mapping c from the sentences of L into those of L. The
mapping c is intended to represent the collapsing of the superposed ¢y to
one of its components.

The basic idea is that the collapse of the composite state coily + ¢ty
to one of the sates uy, @1 can be seen, from the point of view of pure logic,
just as a (more or less random) choice from the set of possible outcomes
{ty,u1}. This is because from the point of view of pure logic probabilities
are irrelevant or, which amounts to the same thing, the states iy and iy are
considered equiprobable. In such a case the superposition of iy and i is
unique and the outcome of the collapse can be decided by a coin tossing or,
more strictly, by a choice function acting on pairs of observable states, which
in our case coincide with pairs of sentences of L. This of course constitutes
a major deviation from the standard treatment of superposition, according
to which there is not just one superposition of @y and #; but infinitely
many, actually as many as the number of linear combinations cytly + c1u71,
for |co|? + |c1|?> = 1. So the logic presented here is hardly the logic of

"As is well-known there exist precisely 16 classical binary operations S(go, 1), defin-
able in terms of A, V and — (including A, V themselves, and also —, <, their negations,
as well as other trivial ones), none of which can express the logical content of |.



superposition as this concept is currently used and understood in physics
today. It is rather the logic of superposition, when the latter is understood
as the “logical extract” of the corresponding physics concept. Whether it
could eventually have applications to the field of quantum mechanics we
don’t know.

The elementary requirements for a collapsing map c are the following;:
(a) it must be the identity on classical sentences, that is, c(¢) = ¢ for every
L-sentence ¢. (b) It must commute with the standard connectives A, V and
~, that is, (¢ A1) = c(¢) Ac(th), (V1) = c{p) V() and c(~p) = ~c(¢).
(c) c(p]tp) must be some of the sentences c(¢), c(¢), which is chosen by the
help of a choice function f for pairs of classical sentences, that is,

c(pl) = f({clp),c(¥)}).

Since every sentence of L is built from atomic sentences all of which belong
to the initial classical language L, it follows that c is fully determined by the
choice function f, and below we shall write c = f. Therefore choice functions
f for pairs of sentences of L are the cornerstone of the new semantics.

Given a truth assignment M for L and a choice function f for L, a
sentence ¢ of Ly is true in M under the choice function f, denoted (M, f) =5
¢, if and only if f(i) is (classically) true in M. That is:

(M, f) s o iff M = [(0).

Since f is generated by f, special conditions on f induce special properties
for f that in turn affect the properties of |=5. Such a condition is needed,
for instance, in order for | to be associative.

The above truth concept =5 extends the classical one and induces the
notions of s-logical consequence, ¢ =5 1, and s-logical equivalence ~, which
generalize the corresponding standard relations = and ~. A nice feature of
the new semantics is that for all sentences ¢, 1,

PN s ol s o VY, (1)

where the relations =5 in both places are strict, that is, they cannot in
general be reversed (see Theorem 2.8 below). It means that |y is strictly
interpolated between p A and V1, a fact that in some sense makes precise
the above expressed intuition that ¢[¢ is a “mixture” of ¢ A ¢ and ¢ V 7).
In particular,

0N s plmp Es oV g,



which means that the superposition of two contradictory situations, like
those in Schrodinger’s cat experiment [11] mentioned above, is neither a
contradiction nor a paradox at all (see Corollary 2.9 below).

Another nice feature of the semantics is that in order for | to be asso-
ciative with respect to a structure (M, f), that is, (M, f) s ¢|(¥|o) <
(p|)]o, it is necessary and sufficient for f to coincide with the function
min. induced by a total ordering < of the set of sentences of L. Such an
f = min. picks from each pair {«, 3} not a “random” element but the least
one with respect to <. This kind of choice functions will be the dominant
one throughout the paper.

No knowledge of quantum mechanics or quantum logic is required for
reading this paper. The only prerequisite is just knowledge of basic Propo-
sitional Logic (PL), namely its semantics, axiomatization and soundness
and completeness theorems, as well as some elementary set-theoretic facts
concerning choice functions for sets of finite sets, total orderings etc. For ex-
ample [4] is one of the many logic texts that contain the necessary material.
Nevertheless, some familiarity with non-classical logics, their axiomatization
and their semantics, would be highly helpful. Also for the subject of choice
functions and choice principles the reader may consult [7].

Finally, I should mention some other current treatments of superposition
from a logical point of view, although one can hardly find to them points of
overlapping and convergence with the present one. Such logical approaches
are contained in [2], [8] and [1], to mention the most recent ones. The main
difference of theses approaches from the present one is that they are all
based on some non-classical logical system, while our point of departure is
the solid ground of classical propositional logic. For instance [2] relies heav-
ily on paraconsistent logic that allows one to accommodate contradictions
without collapsing the system. In fact superposition is captured in [2] as a
“contradictory situation”: if a quantum system S is in the state of super-
position of the states s; and so, this is expressed by the help of a two-place
predicate K and the conjunction of axioms K (S,s1), =K(S,s1), K(S, s2)
and K (S, s2). (Here the negation — is “weak” and the conjunction of these
claims is not catastrophic.) Analogously, [8] uses a version of modal logic
in an enriched language that, besides —, A, V and ¢ (possibility operator),
contains a binary connective x for the superposition operation and a unary
connective M for “measurement has been done”. Also a Kripke semantics
is used, and the basic idea, as I understood it, is to avoid the contradiction
arising e.g. from Schrodinger’s cat, by “splitting” it, after the measurement,
between two different possible worlds, one containing the cat alive and one
containing the cat dead. Finally [1] is more syntactically oriented. It treats



superposition syntactically by employing a version of sequent calculus called
“basic logic” (developed in [10]), which encompasses aspects of linear logic
and quantum logic.

Summary of Contents. Section 2 contains the semantics of | based on
choice functions for pairs of sentences of L. More specifically, in subsection
2.1 we give the basic definitions of the new semantics and the corresponding
notions of logical consequence = and logical equivalence ~;. The models
for the sentences of Ly are structures of the form (M, f), where M is a
truth assignment to sentences of L and f is an arbitrary choice function
for L. We prove the basic facts, among which that ¢ A ¥ =5 | s
@ V 1Y [=5. The properties of | supported by such general structures are
only | < ¢ (idempotence) and @[ < ¥|p (commutativity). In order
to obtain further properties for | we need to impose additional conditions
on the choice functions employed which entail more and more refined truth
notions. In general if F is the set of all choice functions for L, for any
nonempty X C F the relations Ex, of X-logical consequence, and ~y,
of X-logical equivalence, are naturally defined by employing models (M, f)
with f € X (rather than f € F). For each such X C F the set of X-
tautologies T'aut(X) = {¢ :=x ¢} is defined.

In the next subsections of §2 we focus on certain natural such subclasses
X C F and the corresponding truth notions.

In subsection 2.2 we introduce the class Asso of associative choice func-
tions and a simple and elegant characterization of them is given, as the
functions min. with respect to total orderings < of the set of L-sentences.
The term comes from the fact that if f € Asso, then | is associative with
respect to every structure (M, f). A kind of converse holds also: If | is
associative with respect to (M, f), then f is “essentially associative”.

In subsection 2.3 we introduce the class Reg of reqular choice functions,
as well as the finer class Reg* = Reg N Asso. Regularity guarantees that
the truth relation =peg, as well as [=peg, is “logically closed”, that is, for
any subsentence o of ¢ and any o’ ~pgey 0, p[o’ /0] and ¢ are equivalent in
(M, f), with f € Reg.

In subsection 2.4 we introduce the even finer class Dec of —-decreasing
regular associative functions, that is, Dec C Reg*. A total ordering of
Sen(L) < is —-decreasing if and only if for all o, 8, a < f < =0 < —a. fis
—-decreasing if and only if f = min. for some —-decreasing total ordering
<. The existence of —-decreasing regular total orderings of Sen(L) is shown
and a syntactic characterization of —-decreasingness is given.

In subsection 2.5 we consider the dual connective ¢ o) := =(—p|—)) of



| and show that it commutes with | if and only the choice functions involved
are —-decreasing.

Section 3 is devoted to the axiomatization of Propositional Superposi-
tion Logic(s) (PLS). In the general section we give axiomatizations for the
logics based on the sets of choice functions F, Reg, Reg* and Dec. In gen-
eral for every set X C F of choice functions and every set K C Taut(X) of
tautologies with respect to the truth notion x, a logic PLS(X, K) is de-
fined, whose axioms are those of PL plus K and its semantics is the relation
Ex. Within PLS(X, K) K-consistency is defined and Soundness Theorem
is proved for every logic PLS(X, K) with K C Taut(X). Next we intro-
duce specific axiomatizations (by finitely many schemes of axioms) Ky, K7,
Ky, K3 for the truth relations defined by the classes F, Reg, Reg® and
Dec, respectively. The logics PLS(F, Ky), PLS(Reg, K1), PLS(Reg*, K3),
PLS(Dec, K3) are sound as a consequence of the previous general fact. There
exists an essential difference between the axiomatization of F, and those of
the rest systems Reg, Reg* and Dec. The difference consists in that Ki-K3
contain an extra inference rule (besides Modus Ponens) because of which
the truth of the Deduction Theorem (DT) is open. This has serious effects
on the completeness of the systems based on Ki-K3. So we split the exam-
ination of completeness for PLS(F, Ky) on the one hand and for the rest
systems on the other.

In subsection 3.1 we prove the (unconditional) completeness of the sys-
tem PLS(F, Kp).

In subsection 3.2 we examine completeness for the logics PLS(Reg, K1),
PLS(Reg*, K2) and PLS(Dec, K3). The possible failure of DT makes it
necessary to distinguish between two forms of completeness, CT1 and CT2,
which in the lack of DT need not be equivalent. CT1 implies CT2 but
the converse is open. Concerning the systems Ki-K3, we are seeking to
prove CT2 rather than CT1. We show that these systems are conditionally
complete in the sense that each of these systems is CT2-complete if and only
if each Kj; satisfies a certain extendibility property cext(K;) saying that every
K-consistent set of sentences is extended to a Kj;-consistent and complete
set. This property is trivial for formal systems K satisfying DT, but is open
for systems for which DT is open. Assuming that cext(K;) is true, the proofs
of CT2-completeness for the above logics are all variations of the proof of
completeness of PLS(F, Ky). On the other hand failure of cext(K;) implies
the failure of CT2-completeness of the corresponding system.

In general, the proof of (CT2-)completeness of a logic PLS(X, K), with
K C Taut(X), goes roughly as follows: start with a K-consistent and com-
plete set ¥ C Sen(Ls). To prove it is X-verifiable, pick ¥1 = ¥ N Sen(L).



Then X7 is a consistent and complete set in the sense of PL. So by complete-
ness of the latter there exists a two-valued assignment M such that M = ¥;.
Then in order to prove the X-verifiability of 3, it suffices to define a choice
function f such that f € X and (M, f) = X.

Finally in section 4 we describe briefly two goals for future research,
namely, (1) the goal to find alternative semantics for the logics PLS, and
(2) to develop a superposition extension of first-order logic (FOL) with an
appropriate semantics and complete axiomatization.

2 Semantics of superposition propositional logic
based on choice functions

2.1 Definitions and basic facts

Let us fix a propositional language L = {po,p1,...} U{—, A}, where p; are
symbols of atomic sentences. The other connectives V, —, < are defined as
usual in terms of the previous ones.® Let Sen(L) denote the set of sentences
of L. Throughout M will denote some truth assignment for the sentences
of L, that is, a mapping M : Sen(L) — {0, 1} that is defined according to
the standard truth tables. For a given o € Sen(L) we shall use the notation
M E a, M = -« instead of M(a) = 1 and M(«) = 0, respectively, for
practical reasons. Namely, below we shall frequently refer to the truth of
sentences denoted f(¢), so it would be more convenient to write M = f(i)
than M(f(p)) = 1.

Let Ly = L U{|}, where | is a new primitive binary logical connective.
The set of atomic sentences of Ly are identical to those of L, while the set
of sentences of Lg, Sen(Ls), is recursively defined along the obvious steps:

If p,9 € Sen(Ly), then ¢ A, |1h, = belong to Sen(Ls).

Basic notational convention. To keep track of whether we refer, at
each particular moment, to sentences of L or Lg, throughout the letters ¢,
1, o will denote general sentences of Lg, while the letters «, 3, v will denote
sentences of L only. Also we often refer to sentences of L as “classical”.

Throughout given a set A we let

[A]2 = {{a,b} s a,b e A}

8The functions f defined below are going to respect classical connectives, and hence
classical equivalences, so it makes no difference if, e.g., we define ¢ — 1 as =(p A =) or

(= A ).



denote the set of all 2-element and 1-element subsets of A. We refer to
the elements of [A]? as pairs of elements of A. A choice function for [A]?
is as usual a mapping f : [A]> — A such that f({a,b}) € {a,b} for every
{a,b} € [A]%. To save brackets we write f(a,b) instead of f({a,b}). So in
particular f(a,b) = f(b,a) and f(a,a) = a.”

Definition 2.1 Given the language L, a choice function for [Sen(L)]?, the
set of pairs of sentences of L, will be referred to as a choice function for L.

Let
F(L)={f: fis a choice function for L}.

Throughout we shall write more simply F instead of F(L). Below the letters
f,g will range over elements of F unless otherwise stated. In particular for

all a, 8 € Sen(L), we write f(a, ) instead of f({a,b}) so f(a,B) = f(5, @)
and f(a,a) = a.

Definition 2.2 Let f be a choice function for L. Then f generates a col-
lapsing function f:Sen(Ls) — Sen(L) defined inductively as follows:
(i) f(a) = a for every a € Sen(L).

i) fleAv) = Flp) A F(W).

(
(i) f(=p) == flp). _
(iv) flel) = f(F(e), F(¥).

Remarks 2.3 (i) Since the connectives V and — are defined in terms of —
and A, f commutes also with respect to them, that is,

flev) = flo)V f(1).

Flo =) = fle) = f().

(ii) The crucial clause of the definition is of course (iv). It says that
for any sentences ¢, ¥, f(pl) is a choice from the set {f(¢), f(¥)}. In
particular, for classical sentences «, § we have

falB) = f(a, ), (2)

9The claim of the existence of a choice function for the set [A]?, for every set A, is a
weak form of the axiom of choice (AC), denoted Csz in [7]. In general for every n € N, C,,
denotes the principle that every set of n-element sets has a choice function. The interested
reader may consult [7, section 7.4] for various interrelations between such principles, as
well as with the Axiom of Choice for Finite Sets (saying that every nonempty set of
nonempty finite sets has a choice function). See also Remark 2.16 below.
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Definition 2.4 (Main Truth definition). Let M be a truth assignment for
L, f a choice function for L and f : Sen(Ls) — Sen(L) be the corresponding
collapsing function. The truth relation =5 between the pair (M, f) and a
sentence @ of L is defined as follows:

(M, f) s 0 iff M = f(e).

More generally, for a set ¥ C Sen(Ls) we write (M, f) s X, if (M, f) Es ¢
for every ¢ € X.

The following facts are easy consequences of the preceding definitions.

Fact 2.5 (i) The truth relation |=4 extends the Boolean one |=, that is for
every a € Sen(L), and every (M, f), (M, f) Fsa < M E a.

(ii) s is a bivalent notion of truth, that is for every (M, f) and every
sentence @, either (M, f) =5 ¢ or (M, f) Es .

(i1i) For every sentence ¢ of L, every structure M and every collapsing
function T, (M, f) l=s @l if and only if (M, f) =, ¢.

(iv) For all ¢,7p € Sen(Ls), M and f, (M, f) Es @[t if and only if
(M, £) b= Bl

Proof. (i) Immediate from the fact that by clause (i) of 2.2, f(a) = «
for every sentence o € Sen(L). Thus (M, f) =5 « if and only if M = a.

(i) Let (M, f) ¥s ¢. Then M [~ f(p), that is, M = —f(¢). By
clause (iii) of 2.2, =f(p) = f(=¢), so (M, f) F~s ¢ implies M = f(—¢), or
<M’ f> ':s e

(iii): By definition 2.1, f(a,a) = a, for every a. Therefore (M, f) s
ple & M [(f(e), fp) & M f(p) & (M, f) s ¢

(iv): By 2.1 again f(a,8) = f(B,a). So (M,f) Es ¢l & M

_|

F(f(@), F(W) & M = f(F(@), F(9)) & (M, f) s ¢l

Let £ = a, a = 3, (for ¥ C Sen(L)), and a ~ 3 denote the classical
logical consequence and logical equivalence relations, respectively, for clas-
sical sentences. These are extended to the relations ¢ =5 1, ¥ =5 ¢ (for
Y C Sen(Ls)), and ¢ ~g 9 for Ls-sentences as follows.

Definition 2.6 Let ¥ C Sen(L), ¢,¢ € Sen(Ls). We say that ¢ is an
s-logical consequence of 3, denoted X =4 ¢, if for every structure (M, f),
(M, f) =5 ¥ implies (M, f) =5 ¢. In particular we write ¢ =4 ¢ instead of
{¢} Es . We say that ¢ and ¢ are s-logically equivalent, denoted ¢ ~g 1),
if for every (M, f),

(M, f) s o = (M, f) |=s 9.

11



Finally, ¢ is an s-tautology, denoted =5 @, if (M, f) =5 ¢ for every (M, f).

Fact 2.7 (i) ¢ |Es ¢ if and only if Es ¢ — 1.

(ii) ¢ ~s 1 if and only if = @ © 0.

(iii) For o, € Sen(L), a =5 B if and only if o = and o ~4 B if and
only if a ~ 3.

(iv) @ ~s ¥ if and only if for all choice functions f, f(p) ~ f(¥).

(v) Let a(p1, ..., pn) be a sentence of L, made up by the atomic sentences
Dly---yDn, let Y1, ... 0, be any sentences of Ls and let a(1)1, ..., 1y,) be the
sentence resulting from « if we replace each p; by ;. Then:

): O‘(plv"'vpn) = ):S a(¢1,-- . a'@bn)

(vi) For all @,, ¢lp ~s ¢ and @t ~ P[ep.
(vii) If @ ~s 1), then | ~s .

Proof. (i): Let ¢ =5 9. It means that for every (M, f), (M, f) Es ¢

implies (M, f) s . Equivalently, M = f(p) implies M = f(3), or
M E (f(e) — f(¥)), or M |= f(p — ). It means that for every M and
every f, (M, f) s ¢ — 1. Thus =5 ¢ — 1. The converse is similar.

(ii) and (iii) follow from (i).

(iv): Note that ¢ ~4 v holds if and only if for all (M, f), (M, f) |=s ¢ if
and only if (M, f) =, 1, or equivalently, M = f(y) if and only if M |= f(3)).
But this means that for every f, f(¢) ~ f(¥).

(v): Suppose = «a(p1,...,pn). For any choice function f, clearly

Fla(@r, ... ) = alf(¥1), .-, f(vn),

since « is classical and f commutes with standard connectives. Moreover

E a(f(¥1),..., fiby), since by assumption = a(py,...,pn) and f(;) are
standard sentences. Thus M = a(f(11),..., f(¥n)), for every M, or M =
Fla(ir,. .. ). It means that (M, f) =g (i1, .. ., 1¥y) for every structure
<M7 f>7 S0 |:S (1(77[)17 s ,T/Jn)
(vi) This follows immediately from clauses (iii) and (iv) of Fact 2.5.
(vii) Let ¢ ~ 1 and let (M, f) = ¢|¢. Then M = f(f(¢), f(¥)). By
clause (iv) above, f(p) ~ f(v) since ¢ ~ 1. Therefore whatever the choice

of f would be between f(¢) and f(¢), we shall have M = f(¢). Thus
(M, f) s . B

The following interpolation property of the new semantics is perhaps the
most striking one. Notice that it holds for the general choice functions, not
requiring any of the additional conditions to be considered in the subsequent
sections.
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Theorem 2.8 For all p,v) € Sen(Ly),

NP s ol s p Vb,

while in general

OV s ol s o A

Proof. Assume (M, f) s ¢ AvY. Then M = f(o) A f(3), that is,
M = f(p) and M | f()). But then, whatever f would choose from
{f(v), f(¥)}, it would be true in M, that is, M = f(f(¢), f(x))). This
exactly means that (M, f) s ¢[i. Therefore ¢ A ¢ =4 1.

On the other hand, if (M, f) Es ¢l then M = f(f(¢), f(x)). If

F(f(@), F()) = Flp), then M | f(p). If f(f(p), f(¥)) = f(), then
M = f(¥). Soeither M = f(¢) or M = f(1)). Therefore M = f(p)V f().
But clearly f(p)V f(v) = f(¢ V), since f commutes with all standard con-

nectives. Thus M = f(¢ V 9), or equivalently, (M, f) =5 ¢ V ¢. Therefore
oY s o V.

To see that the converse relations are false, pick aw € Sen(L) and a truth
assignment M such that M | a. Pick also a choice function for L such
that f(a,—a) = —a. Since f(aV —a) = aV -, (M, f) s aV -a. On
the other hand, M [~ —« implies M (£ f(a, ), thus (M, f) s al-a.
Therefore o V -« g |- Similarly, if M, a are as before, but we take
a choice function g such that g(«o, —a) = «, then (M,g) =5 al-a, while
(M, g) s a N —a. So al-a s a A —a. =

Corollary 2.9 If « is neither a tautology nor a contradiction, then o|—«
1s neither an s-tautology nor an s-contradiction.

Proof. If « is as stated, then by the proof of Theorem 2.8 |« is strictly
interpolated between o A —~a and « V —a. =

In the semantics =5 used above, arbitrary choice functions for L are
allowed to participate. This practically means that for any pair {«, 5}, f
may pick an element from {a, 3} quite randomly, e.g. by tossing a coin.
However, if we want =4 to support additional properties of |, we must refine
s by imposing extra conditions to the choice functions. Such a refinement
can be defined in a general manner as follows.

Definition 2.10 For every () # X C F, define the X-logical consequence
relation =x and the X-logical equivalence relation ~x as follows: ¥ Ex ¢
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if and only if for every truth assignment M for L and every f € X,

<M7f> ):Sz = <M7f> ):S SO
Also ¢ ~x 1 if and only if ¢ Fx 9 and ¢ Ex ¢.

[The purpose of condition X # () is to block trivialities. For if X = 0, we
vacuously have ¢ =¢ ¢ and ¢ ~y 9 for all p,¢ € Sen(Ls). So all sets X,
Y C F referred to below are assumed to be # ().]

Using the above notation, the relations =5 and ~g are alternatively
written =gz, ~z, respectively.

The following simple fact reduces ~x to the standard ~.

Lemma 2.11 For every X C F, and any ¢,¢ € Sen(Ls),

p~x ¥ s (V€ X)(fle) ~ F¥).
Proof. By definition, ¢ ~x 9 if for every M and every f € X,

<M7f> ):SQO <~ <M7f> ):S ¢,
or, equivalently, if for all M and f € X,

ME f(e) & M f(¥).
The latter is true if and only if for all f € X, f(p) ~ f(3). !

The next properties are easy to verify.

Fact 2.12 For every X,Y C F:
(i) @ x4 if and only if =x @ — .
(ii) ¢ ~x  if and only if }=x ¢ < 1.
(iii) IfX g Y, then ):yg):X and Nyng.
(iv) The restriction of ~x to classical sentences coincides with ~, that

is, for all a, 3 € Sen(L),
a~x B & a~f.

Before closing this section I should give credit to [6] for some notions
introduced above. It was not until one of the referees drew my attention
to [6], when I learned (with surprise) that the notion of choice function
for pairs of formulas, and, essentially, the germ of the satisfaction relation
defined in 2.4 above, were not entirely new but had already been defined
independently with some striking similarities in the style of presentation. In
fact in Example 3.24.14, p. 479, of [6] we read:
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“By a pair selection function on a set U we mean a function f
such that for all a,b € U, f({a,b}) € {a,b}. We write f(a,b)
for ¢ f({a, b}’ and include the possibility that a = b in which case
f(la,b) = a =0b. (...) A pair selection function is accordingly a
commutative idempotent binary operation which is in addition
a quasi-projection or a conservative operation, meaning that its
value for a given pair of arguments is always one of those argu-
ments. For the current application consider f as a pair selection
function on the set of formulas of the language generated from
the actual stock of propositional variables with the aid of the bi-
nary connective o. Consider the ger (=generalized consequence
relation) determined by the class of all valuations v satisfying the
condition that for some pair selection function f we have: For
all formulas A, B, v(A o B) = v(f(A, B)). Then, if > denotes
this ger, it satisfies the rules: (I) A, B >~ AoB, (II) AocB >~ A, B
and (IV) AocB > Bo A

Note that rules (I) and (II) are essentially the “interpolation property”
of Theorem 2.8, while rule (IV) is the commutativity property (vi) of Fact
2.7.

In the next section we consider a first natural subclass X C F, the
class of associative choice functions. These are precisely the functions that
support the associativity property of the connective |. Clearly associativity
is a highly desirable property from an algebraic point of view. However, as
one of the referees interestingly observed at this point, we must distinguish
between what is algebraically desirable and what is quantum mechanically
desirable, i.e., close to the real behavior of a quantum system. In his view,
classes of choice functions with not very attractive and smooth properties
might also deserve to be isolated and scrutinized.

2.2 Associative choice functions

By clause (vi) of Fact 2.7, p|p ~s ¢ and @[t ~5 1|p. These two properties,
idempotence and commutativity up to logical equivalence, are in accord
with the intended intuitive meaning of the operation |. Another desirable
property that is in accord with the meaning of | is associativity, that is, the
logical equivalence of (p|Y)|o and ¢|(¢)|o). Is it true with respect to ~47
The answer is: not in general. In order to ensure it we need to impose a
certain condition on the choice functions. The specific condition does not
depend on the nature of elements of Sen(L), so we prove it below in a general
setting.
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Let A be an infinite set and let f : [A]> — A be a choice for pairs of
elements of A. One might extend it to the set [A]?, of nonempty sets with
at most 3 elements, by setting, say,

fla,b,¢) == f({a,b,c}) = f(f(a,b),c).

But this does not guarantee that f(a,b,c) = f(b,c,a) = f(c,b,a), etc, as it
would be obviously required, unless f(f(a,b),c) = f(a, f(b,c)) for all a, b, c.
This is exactly the required condition.

Definition 2.13 Let f be a choice function for [A]2. f is said to be asso-
ciative if for all a,b,c € A,

f(f(a,b),¢) = f(a, f(b,c)).10

We show below that associative choice functions on [A]? are, essentially,
the functions min., where < is a total ordering of A. I do not know if the
next theorem is new or a known result. In any case I couldn’t find a proof
in the current bibliography.

Theorem 2.14 (i) If < is a total ordering on A, then the mapping min. (a, b)
from [A)? into A is associative.

(ii) Conversely, if f : [A]*> — A is an associative choice function, then
it defines a total ordering < on A such that for all a,b € A, f(a,b) =
minc (a, b).

Proof. (i) Let < be a total ordering of A. Let Fin(A) denote the set
of all nonempty finite subsets of A and let min. be the function picking
the <-least element of = for every x € Fiin(A). Let us write min instead of
min.. Obviously min is a choice function for F'in(A). In particular, for all
a,b,c € A,

min(a, b, ¢) = min(min(a, b), c) = min(a, min(b, ¢)).

Thus min restricted to [A]? is associative.

(i) Let f : [A]> — A be an associative choice function. Define the
relation < on A as follows: For any a,b € A, let a < b if and only if a # b
and f(a,b) = a. Obviously < is total and anti-reflexive (that is, a £ a for
every a € A). Thus in order for < to be a total ordering it suffices to be also

1°7f we write a x b instead of f(a,b), then the condition f(f(a,b),c) = f(a, f(b,¢)) is
rewritten (a xb) x ¢ = a * (b ¢), which justifies the term “associative”.
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transitive. Let a < b and b < c¢. We show that a < c¢. By the assumptions,
we have a # b, f(a,b) =a, b# c and f(b,c) = b. It follows from them that
a # ¢, for otherwise b = f(b,c) = f(b,a) = f(a,b) = a, a contradiction. It
remains to show that f(a,c) = a. By associativity and commutativity of
f, fla, f(b,e)) = f(b, f(a,c)). Since f(a, f(b,c)) = f(a,b) = a, it follows
that f(b, f(a,c)) = a too. If f(a,c) = ¢, then we would have f(b, f(a,c)) =
f(b,c) = b # a, a contradiction. Therefore f(a,c) = a and we are done.
Thus < is a total ordering of A, and by definition f(a,b) = min<(a,b), for
all a,b € A. =

As an immediate corollary of Theorem 2.14 we obtain the following.

Corollary 2.15 If f : [A]> — A is an associative choice function, then
it defines uniquely a total ordering < of A such that f(a,b) = min<(a,b).
Therefore f extends uniquely to the choice function f : Fin(A) — A, such
that for every x € Fin(A), f¥(z) = min(z). Thus f = fT|[A)%

In view of the preceding Corollary, we can without serious loss of pre-
cision identify an associative choice function f on [A]? with the generated
choice function f* on the entire Fin(A), and write f = min. instead of
f* = min., where < is the ordering defined by f.

Remark 2.16 From a set-theoretical point of view, the existence of an
associative function is a much stronger statement than the existence of a
simple choice function for [A]2. As noticed in footnote 9 the latter is identical
to the principle Cy. On the other hand, it follows from 2.14 and 2.15 that
the existence of an associative choice function for [A]?, for every set A, is
equivalent to the existence of a total ordering on A, i.e., to the Ordering
Principle saying that “Every set can be totally ordered”, which is much
stronger than Cy. Specifically, it was shown in [9] that the Ordering Principle
is strictly stronger than the Axiom of Choice for Finite Sets. The latter is
in turn strictly stronger than the conjunction of all axioms C,, for n > 2
(see [7, Theorem 7.11]).

Let us now return to the set Sen(L) of sentences of L. In particular a
choice function f for L is said to be associative if for all «, 3,y € Sen(L),

f(f(a,B8),7) = fle, f(B,7))- (3)

We often call also the pair (M, f) associative if f is associative. As an
immediate consequence of Theorem 2.14, Corollary 2.15 and the comments
following the latter we have the following.
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Corollary 2.17 A choice function f for L is associative if and only if there
is a total ordering < of Sen(L) such that f = min..

Let
Asso = {f € F: f is associative },

denote the set of all associative choice functions for L. We shall also ab-
breviate the logical consequence relation =445, and the logical equivalence
relation ~ 45, that are induced by Asso (see definition 2.10 of the previous
section), by = Asso and ~ 4ss0, respectively. From the general facts 2.12 (iii)
we immediately obtain the following.

Fact 2.18 For all 1,3,

(2) by ):S e = X ):Asso ©.
(H’) ¥ s v = ® ™~ Asso .

It is easy to verify that the arrows in the preceding Fact cannot in general
be reversible. The main consequence of associativity is the following.

Theorem 2.19 Let X C F be a class of choice functions. If X C Asso,
then | is associative with respect to the truth notion =x, that is, for all v,

¥, 0, ol(Ylo) ~x (pl)lo.

Proof. Let X C Asso. It suffices to show that for every M and every
f € X, and any sentences ¢, 1, o of Lg, (M, f),

(M, [) s (ely)lo it (M, f) s ¢l(]o).

Fix some M and some f € X. By definition we have:

(M, f) s (eld)lo < M = f(f(el), f(0)) & M= f(f(f(e), F®)), F(0))-

By assumption f € Asso, so by the associativity property (3)

Thus,

(M, f) s (eld)lo & M = [(f(0), f($lo) & (M, f) s ol ($lo).
_|

If we slightly weaken the property of associativity, the converse of 2.19
holds too.
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Definition 2.20 Let us call a choice function for L essentially associative,
if (3) holds with ~ in place of =, that is, for all o, 3,y € Sen(L),

f(f(e, B),7) ~ fle, f(B,7))- (4)

Let Asso’ denote the class of essentially associative choice functions.

Theorem 2.21 If X C F and | is associative with respect to =x, then
X C Asso'.

Proof. Let X ¢ Asso’. We have to show that | is not associative with
respect to Ex. Pick f € X — Asso’. Tt suffices to find M and «, (3, v in
Sen(L) such that

(M, f) s (alB)ly # (M, f) s al(B]7).

Since f is not essentially associative, there are o, (3, v in Sen(L), such that
f(fla,B),y) # fla, f(B,7)). Without loss of generality we may assume
that

f(f(a, 8),7) = # a= fla, f(B,7))

Since « ¢ 7y there is M such that M | aA—yor M = —aAy. Without loss of
generality assume that the first is the case. Then M = o = f(a, f(8,7)), so
M = f(a|(8]7)), therefore (M, f) =5 a|(B]7). On the other hand M [ v =
f(f(a, B),7), which implies (M, f) % («|B)|7y. This proves the theorem.

Obviously Asso C Asso’. Are the two classes distinct? The answer
is yes, but the functions in Asso’ — Asso behave non-associatively only on
sentences «, 3,7 such that a« ~ 3 ~ ~. To be precise, let us say that a
triple of sentences «a, 3,y witnesses non-associativity of f, if f(f(«,B),7y) #

fla, f(B,7)), or f(f(a, 8),7) # F(B, fa, 7)), or f(f(a,7), B) # fla, f(B,7))-
Then the following holds.

Lemma 2.22 (i) Asso & Asso.

(i1) If f € Asso’ and o, 3,7 are sentences such that o & 3, B+ v and
a oy, then f is associative on «, 3,7, i.e., f(f(a,B),v) = fla, f(B,7)) =
f(f(e,7),B).

(111) If f € Asso’ — Asso, and «, 3, witness the non-associativity of
f, then a, B,~ are all distinct, and besides f(a,3), f(a,7), f(B,7) are all
distinct.

(iv) Therefore, if f € Asso’'—Asso and «, 3,7 witness the non-associativity
of f, then a~ 3 ~ ~.

(v) Further, if f € Asso’ — Asso, then [ is associative on every triple «,

B, v such that o ~ 3 o 7.
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Proof. (i) Let o ~ 8 ~ ~, while all «, 3, 7y are distinct. Let f € F be such
that f(a, ) = 0, f(a,y) = «a, f(B,7) = . Then obviously all f(f(«, 3),7),
F(f(a,7),0), f(f(B,7),«) are equivalent, so f € Asso’. On the other hand,
for example, f(f(a, 8),7) # f(a f(B,7)), 50 f ¢ Asso.

(i) fa £ B, B # v, a # v, then it cannot be f(f(«a, 8),7) ~ f(a, f(B,7))

unless f(f(e, B8),7) = f(a, f(B,7))-
(iii) It is easy to see that for every f € F and every «, 3, f(f(a, 3),a) =

f(f(a,B),3). This shows that if any two elements of a triple «, 3, are
equal, this triple cannot witness the non-associativity of any function. Let
f € Asso’ — Asso and suppose «, 3, witness the non-associativity of f.
We have just seen that they are all distinct. We show that f(«a, 3), f(a,7),
f(B,7) are distinct too. Indeed assume that two of the values f(«, (),
fla,7), f(B,7) are identical. It will follow that

f(f(a,ﬁ),’y):f(a,f(ﬁ,fy)):f(f(a,'y),ﬂ), (5)

which contradicts the fact that «, 3,y witness the non-associativity of f.
Assume without loss of generality that f(«,5) = f(8,7). Since f is a
choice function and «, 3, v are distinct, necessarily f(«, ) = f(8,7) = O.
Therefore

f(f(a76)7’7) :f(ﬁaﬁ}/) = f(a7ﬁ) :f(a,f(ﬂ,’)/)) =p.

So two members of (5) are equal. As to the third one, observe that f(c,7y)
is either « or . In both cases f(f(a,7),3) = 3, as required.

(iv) Let f € Asso’ — Asso and let «, 3,7 witness the non-associativity
of f. By (iii) above, f(a, ), f(a,7), f(B,7) take up all the values «, 3,7,

and therefore so do f(f(,8),7), f(a,f(8,7)), f(f(a,7),5). But since
| € Assd, the latter are all logically equivalent. Therefore a ~ (3 ~ 7.

(v) If f € Asso’ — Asso, a ~ 8 # ~v and f were not associative on
a, 3,7, the latter triple would witness the non-associativity of f, so, by (iv),
a~ 3 ~~. A contradiction. -

It follows from the preceding Lemma that every f € Asso’ defines essen-
tially an associative choice function (and hence a total ordering) for the set
of pairs of elements of Sen(L)/~= {[a] : « € Sen} rather than Sen(L).

By Facts 2.5, 2.18 and Theorem 2.19, we obtain the following.

Corollary 2.23 The operation | is idempotent, commutative and associa-
tive with respect to ~ pss0. That is:

(i) @lp ~asso -
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(”) ()0|¢ ~ Asso 1/)|()0
(iii) @|(¥]o) ~asso (plV)]o

It follows that when confined to truth in associative structures, one can drop
parentheses from (|¢)|o and write simply ¢|i¢|o (as with the case of A and
V of in classical PL), and more generally ¢1] - - |, for any sentences p; of
L.

Moreover, in view of Theorem 2.14 and Corollary 2.23, when the choice
function f is associative, then f = min. for a total ordering < of Sen(L).
Namely, the following is proved by an easy induction:

Corollary 2.24 Let (M, f) be associative, with f = min< for a total order-
ing < of Sen(L). Then for every n € N and any {¢1,...,on} C Ls,

<M7 f) 'ZS 901‘ T |(/7n @ﬁM ): f(?(@l)a cee 7?(8071)) lﬁM ): m<in(?(<p1), s 7?(9070)’

where f(o1,...,0p) abbreviates f({o1,...,0n}). In particular, for classical
sentences o, ..., 0n,

<M7f> ):S 041|"'|Oén ZﬁM ’:mgn(ala"'van)‘

2.3 Regularity

For every ¢ € Sen(L), let Sub(¢) denote the set of sub-sentences of .
Given ¢, o € Sub(p) and any o, let ¢[o’ /o] denote the result of replacing
o by ¢’ throughout ¢.

Definition 2.25 For X C F, ~x is said to be logically closed if for all ¢,
o € Sub(p) and o,
o~x 0o = p~xplo/o]

Classical logical equivalence ~ is logically closed of course, but ~4 and
~ Asso are not in general. The question is what further condition on X is
required in order for ~x to be logically closed. This is the condition of
regularity introduced below.

Regularity is a condition independent from associativity, yet compatible
with it. So it is reasonable to introduce it independently from associativity.

Definition 2.26 A choice function f for L is said to be regular if for all «,
a’? /67
a~ad = fla,8) ~ f(d, ).
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The following properties are immediate consequences of the definition.

Fact 2.27 Let f be reqular. Then for all o, o, 3, 3':

(i) Ifa ~a £ 3~ and f(a,B) = «a then f(d/,0") = o, while if
f(a,8) = B then f(alaﬁ/) =p.

(it) If a ~ o' ~ B~ [, fla,B) and f(o/, ") can be any element of the
sets {a, B}, {, 3"}, respectively.

Let
Reg = {f € F: fisregular}

denote the set of regular choice functions, and let |=pgeg, ~pgeg abbreviate
the relations |=pgeg, ~Reg, respectively. Regularity not only guarantees that
~Reg 15 logically closed, but also the converse is true.

Theorem 2.28 ~x is logically closed if and only if X C Reg.

Proof. “<” . We assume X C Reg and show that ~x is logically closed.
For o € Sub(yp), [0’ /o] is defined by induction on the length of ¢ as usual,
SO we prove

o~x 0o = plo)o] ~x p (6)

along the steps of the definition of ¢[o’/o]. Actually regularity is needed
only for the treatment of case ¢ = 1|p2, since f commutes with standard
connectives, so let us treat this step of the induction only. That is, let
¢ = p1p2, so
lo’ /o] = p1lo’/a]lp2lo’ /o],

and assume the claim holds for o1, p2. Let us set for readability, ¢’ =
plo’/ol, ¢ = wilo’/o], ¥y = pafo’/o]. Then ¢ = ¢ilgy, and by the
induction assumption ¢} ~x @1, ¢5 ~x 2. We have to show that ¢} |5 ~x
©1|p2. Pick f € X. By our assumption f € Reg. Our induction assumptions
become

F(#1) ~ Flpr) and f(gh) ~ f(p2), (7)
and it suffices to show that f(¢)|¢h) ~ f(p1]p2), or equivalently,
FUF(1)s F(92) ~ f(f (1), F(2))- (8)

But since f € Reg, in view of Fact 2.27, (8) follows immediately from (7).
This completes the proof of direction <.

“=”: Suppose X € Reg. We have to show that ~x is not logically
closed. Pick f € X — Reg. Since f is not regular, there exist a, o/ and 3 in
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Sen(L) such that a ~ o' and f(a,3) # f(d/,3). In particular this implies
that o ¢ 8. Moreover, either f(a,3) = a and f(o/,8) = 3, or f(a,5) =0
and f(d/,08) = .

Assume f(a,8) = a and f(o/,3) = (3, the other case being treated
similarly. Since « ¢¢ [ there exists a truth assignment M for L such that
M = an—-por M = —aAf. Without loss of generality assume M = aA—f.
Then M = f(a, ) which means (M, f) = «a|8. On the other hand, since
f(o/,B) =p and M = —f, we have M = —f(d/, 3), that is, M [~ f(d, ),
which means (M, f) £ o'|3. Therefore for some M and some f € X,
(M, f) E |8 and (M, f) = o/|3. Thus /|3 #%x |8, while ¢/ ~ «a, and
hence o/ ~x «. It follows that ~x is not logically closed. .

In general if X C Y C F and ~x is logically closed, it doesn’t seem
likely that one can infer that ~y is logically closed (or vice-versa). Yet we
have the following generalization of 2.28.

Corollary 2.29 If X C Reg CY C F, then for all ¢, o € Sub(p) and o,
o~y o = plo’/o] ~x .

Proof. By Fact 2.12 (iii), X C Y implies ~yC~x. So given X C Reg C
Y, we have ~y C~pgegC~x. Thus if 0 ~y o', then 0 ~pgey 0’. By theorem
2.28, this implies @[o’ /0] ~Reg ¢, and therefore plo’/o] ~x . o

Using the axiom of choice one can easily construct regular choice func-
tions for L. For every a € Sen(L), let [a] denote the ~-equivalence class of
a, i.e.,

[a] ={8:8~a}.
Proposition 2.30 (AC) There exist reqular choice functions for L.

Proof. Using AC, pick a representative £, from each equivalence class
[o] and let D = {{, : a € Sen(L)}. Every a € Sen(L) is logically equivalent
to &, € D. Let fo: [D]? — D be an arbitrary choice function for all pairs of
elements of D. Then fy extends to a regular choice function f for L, defined
as follows:

fla,B) = a, if a ¢ B and fo(&a,&p) = &a- If a ~ B, we define f(a, )
arbitrarily (to be precise, by setting f(«, 3) = g(«, 3), where g is a choice
function on all pairs {«, 5} of sentences such that a ~ 3). -

Next we come to associative reqular choice functions.
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Definition 2.31 A total ordering < of Sen(L) is said to be regular if for
all a, g,

aff&a<f = [of <[

(where [a] < [5] means that for all &/ € [a] and 3’ € [5], o/ < ).
The following is an immediate consequence of the preceding definitions.

Fact 2.32 Let < be a total ordering of Sen(L). Then < is regular if and
only if the corresponding associative choice function f = min. is regular.

Thus the following simple construction of regular total orderings for
Sen(L) supplements Proposition 2.30 above.

Proposition 2.33 (AC) (i) There exist reqular total orderings of Sen(L).

(ii) Moreover, for any set A C Sen(L) of pairwise inequivalent sentences,
and any partial ordering R of A, there is a reqular total ordering < of Sen(L)
such that R C<.

Proof. (i) Let Sen(L)/~ be the set of equivalence classes [a], & € Sen(L).
For each [a] € Sen(L)/~ pick by AC a total ordering <[, of [a]. Pick also
a total ordering <; of Sen(L)/~. These orderings generate a regular total
ordering < of Sen(L) defined by:

a < fBif and only if a £ 3 and [a] <1 [8], or a ~ # and a <[ .

(ii) Since the elements of A are pairwise inequivalent, we can think of A as
a subset of Sen(L)/ ~. Since R is already a partial ordering of A, it suffices
to pick (by the help of AC) the total ordering <; of the preceding case so
that R C<;. o

Both associativity and regularity are indispensable for a reasonable no-
tion of truth =x that captures the behavior of |. This is because on the one
hand without associativity one would have to face unmanageable complex-
ity caused by incomparable sentences of the form ((«|3)|v)|d, («|B)|(7v]5),
al((B]7)]6), etc. On the other hand regularity entails logical closeness, with-
out which one cannot establish even that the sentences, for example, «|3
and «|—-—f are essentially identical. Thus a natural class of choice functions
to work with is

Reg® = Reg N Asso.

We abbreviate the corresponding semantic notions [=greg*, ~Rreg*, by FEReg*
and ~peg+, respectively.
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Note that in view of regularity (and only in view of that) we can write,
for example, ¢|T and ¢|L, where T and L denote the classes of classical
tautologies and contradictions, respectively.

The next question is how the standard connectives act on | and vice-
versa. Specifically we shall examine whether:

(a) = can commute with |,

(b) A and V can distribute over |,

(c) | can distribute over A and V.

We shall see that all three questions are answered in the negative with
respect to the truth relations =pgege.

Concerning the first question one can construct a choice function f such
that for every truth assignment M and any sentences ¢, 1,

(M, f) s (@) < =pl.

For that it suffices to define f so that f(—¢|=t) = f(=(¢|1)), or equivalently

FF(@),~f (W) = = (f(#), F(®)).

This can be done by defining f(«, 3) by induction along an ordering of the
pairs (r(a),r((3)), where r(«) is the usual rank of a.

Nevertheless, such an f supporting —(¢[1)) < —p|—) would serve just
as a counterexample or a curiosity, and could by no means characterize a
natural class of functions. Specifically it is easily seen that such an f cannot
be regular.

Fact 2.34 If f is regular then for every M there are , 1) such that (M, f) -
(@) < —p|p. Thus for regular f, the scheme —(p|) «— —p|1 is
always false in (M, f).

Proof. Let f be regular. Then for every a, f(-a,——a) ~ f(-a,a) =
f(a, —ar), therefore —f(a, —a) < f(—a,——a) is a contradiction. Hence
for every M, M W —f(a,—«a) < f(—a,——a), which means that M
f(=(alma) < —al=a), or (M, f) # =(a|-a) < —al--a. 5

Concerning question (b) above the answer is negative with respect to
the semantics =x for any X C Reg*. Let us give some definitions with the
purpose to prove later that they are void.

Definition 2.35 Let < be a regular total ordering of Sen(L). < is said to
be:
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(a) A-monotonic, if for all a, 3,y € Sen(L) such that a« Ay % B A,
a<f ealNy<[AY.

(b) V-monotonic, if for all a, 3,y € Sen(L) such that oV~ % BV 7,
a<f SaVy<pVy.

Accordingly, a choice function f € Reg* is said to be A-monotonic (resp.
V-monotonic) if f = min. and < is A-monotonic (resp. V-monotonic).

Lemma 2.36 (i) If < is A-monotonic, then
min(a A7, 5 A7) ~ v Amin(a, 3).
(i) If < is V-monotonic, then
min(aV~y,5Vy) ~~vVmin(a, 5).

Proof. (i) If aAy ~ B~ then obviously min(aA~y, BAY) ~ yA min(a, 3).
So assume o Ay ¢ B A«y. Then also a ¢ 3. Without loss of generality
suppose a < f3, so min(a, #) = a. By A-monotonicity, a Ay < S A7, so
min(a A7y, SAY) =a Ay =y Amin(a, ).

(ii) Similar. =

It is easy to give syntactic characterizations of A- and V-monotonicity.
The proof of the following is left to the reader.

Lemma 2.37 Let f € Reg*. Then:
(i) f is A-monotonic if and only if for all M and all ¢,1,0 € Sen(Ls):

(M, f) E o A(Wlo) < (e AY)l(p Ao).
(i) f is V-monotonic if and only if for all M and all p,1,0 € Sen(Ls):

(M, f) E oV @lo) < (pV)(eVo).

It follows from the previous Lemma that A- and V-monotonicity are
exactly the conditions under which A and V, respectively, distribute over
|. However we can easily see by a counterexample that there are no A-
monotonic or V-monotonic regular functions (or orderings).

Proposition 2.38 There is no regular total ordering < of Sen(L) which is
A-monotonic or V-monotonic. Consequently there is no X C Reg* such that

the schemes o A (Y]o) < (¢ AY)|(p A o) and o V (Plo) < (o VP)|( V 0),
are not |=x -tautologies.
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Proof. Suppose there is a regular total ordering < of Sen(L) which
is A-monotonic. Let p, ¢ r be atomic sentences such that p < q < r.
Consider the formula @ = pAr A—g. Then by A- monotonicity p < g implies
pATA-g<qArA-g,or by regularity & < L. For the same reason ¢ < r
implies p Ag A\ —qg < pArA-gq, or L < a, a contradiction. Working with
B =pVrV-q we similarly show that is no regular total ordering < which
is V-monotonic. .

Having settled the question about the distributivity of A and V over |,
we come to the converse question, whether | can distribute over A and/or
V for some class X of choice functions such that X C Reg*. The answer is
“no” again with respect to Reg*. Namely:

Proposition 2.39 There is no regular total ordering < of Sen(L) such that
if f =min., then for every M, (M, f) satisfies the scheme

(*) @l Ao) < (p[t) A(plo).

Consequently there is no X C Reg* such that (*) is a |=x-tautology. Simi-
larly for the dual scheme

(#%)  pl(¥ Vo) = (plY)V (plo).

Proof. Towards reaching a contradiction assume that there is a regular
total ordering < of Sen(L) such that if f = min., then (x) is true in all
models (M, f). Fix some atomic sentence p of L. By regularity we have
either p < L or L < p. We examine below some consequences of each of
these cases.

(i) Let p < L. Pick some ¢ # p and an M such that M = p A q. Then

(M, f) s pl(g A =q) < (plg) A (pl=q),

or

(M, f) Es plL < (plg) A (pI79). 9)

Since p < L and M = p, the left-hand side of the equivalence in (9) is true in
(M, f). Thus so is the right-hand side of the equivalence. Since M = pAgq,
the conjunct p|g is true, while the truth of the conjunct p|—q necessarily
implies p < —¢, since M = q. Then pick N such that N = p A =g. We have
also

(N, f) Es plL < (plg) A (pl—q)- (10)

27



Again the left-hand side of the equivalence in (10) is true in (N, f). So the
right-hand side is true too. Since N = p A =g, the conjunct p|—¢ holds. In
order for the conjunct p|g to hold too we must have p < ¢, since N = —q.
Summing up the above two facts we conclude that if the letters p, ¢ range
over atomic sentences, then

Vp#qp<Ll =p<q&p<g). (11)

(ii) Let now L < p. Pick again some ¢ # p and an M such that M = pAq.
Then (9) holds again, but now the left-hand side of the equivalence in (9) is
false (M, f). Thus so is the right-hand side, which, since M = p, necessarily
implies ¢ < p. Then pick N such that N = p A =¢. (10) holds again with
the left-hand side of the equivalence being false. The right-hand side is false
too and this holds only if ¢ < p, since N | —q. Therefore from these two
facts we conclude that

Vp#@(L<p =q<p&-q<p). (12)

Now since there are at least three distinct atoms p,q,r and p,q,r, L are
linearly ordered by <, then at least two of them lie on the left of 1, or on
the right of L. That is, there are p,q such that p,¢ < L or L < p,q. If
p,q < L, (11) implies that p < q, p < =¢, ¢ < p and ¢ < —p, a contradiction.
If L < p,q, then (12) implies that ¢ < p, 7¢ < p, p < g and —p < ¢, a
contradiction again. This completes the proof that (*) cannot be a Ex-
tautology for any X C Reg*. Concerning the scheme (**) we consider the
instances

pl(qV —q) < (plg) V (q|=q),
- PIT < (plg) V (gl-9),

for atomic sentences p, ¢, and argue analogously as before, by examining the
cases p < T and T < p. =

2.4 —-decreasingness

There is still the question of how — behaves with respect to |. As we saw
in Fact 2.34, - cannot commute with | in models (M, f) with regular f.
Equivalently, if f € Reg* and f = min., — cannot be “increasing”, that
is, cannot satisfy o < 8 < —-a < =0, for all «, . However it can be
“decreasing”, and this turns out to be a useful property.
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Definition 2.40 < is said to be —-decreasing, if for all o, 3 € Sen(L) such
that a £ 3,
a< fef<a.

Accordingly a choice function f € Reg* is said to be —-decreasing if f =
min. and < is —-decreasing.

Lemma 2.41 < is —-decreasing if and only if for all o £ (3,
—min(—a, 2F) ~ max(a, ).

Proof. Let < be —-decreasing. Then for any a # (8, a < 8 & -8 < —q,
so, min(—q, ) = ~"max(q, 3), hence = min(—q, —3) ~ max(«, 3).

Conversely, suppose < is not —-decreasing. Then there are «, § such
that a % 3, @ < # and —~a < —3. But then —min(—a,—f) = =—a #% [ =
max(«, 3). =

We can also give a syntactic characterization of —-decreasingness.

Theorem 2.42 Let f € Reg*. Then f is —-decreasing if and only if for
every M and any @, ¥,

(M, f) Es o N — (plth < =p|—1h).

Proof. “=7: Let f be —-decreasing and f = minc. Let M and ¢, ¥
such that (M, f) Es ¢ A=, that is, M | f(¢) A—f(). It suffices to show

that (M, f) Es (ol < —p|=), or equivalently,

M= f(f() f(¥) < F(=f(0), ~F ().

If we set f(¢) = a and f(¢) = f3, the above amount to assuming that
M = a A = and concluding that M = f(a, 8) < f(—a, =), or

M = min(a, ) <> min(—a, ).

But since M = o A =3, M |= min(q, ) implies min(a, ) = a. Then, since
< is —-decreasing, min(—a, =) = —3. Therefore M | min(-a, —f5). So
M = min(«, f) — min(—a, =3). The converse is similar.

“<": Let f be non-—-decreasing, with f = min., and let a ¢ § such
that o < B and ~a < —f3. Without loss of generality there is M such
that M E —a A 3. Then M P min(q, ), thus (M, f) s «|F, while
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M = min(=a, =), or (M, f) |=s ~a|=p. So (M, f) = (a|f < —al=0), and

therefore
(M, f) - —an B — (o] < —al=3).
Therefore (M, f) does not satisfy the scheme ¢ A =) — (p|1) — —p|1). 4

Next let us make sure that —-decreasing total orderings exist.

Theorem 2.43 There exist reqular —-decreasing total orderings of Sen(L),
and hence regular —-decreasing choice functions for L.

Proof. There is a general method for constructing regular and —-decreasing
total orderings of Sen(L) that makes use of the Axiom of Choice. This is
the following. Let P = {{[a],[7a]} : @ € Sen(L)}. Pick by AC a choice
function F for P, and let A =|JF“P and B = Sen(L) — A. Both A, B are
~-saturated, that is, « € A = [a| C A, and similarly for B. As in the proof
of Proposition 2.33 pick a regular total ordering <; of A. By the definition
of A, B, clearly for every o € Sen(L),

a€As —ac€ B,
so <1 induces a regular total ordering <s of B by setting
a<g e f < a.

Then define < of Sen(L) as follows: o < (3 if and only if :

a € Aand § € B, or

a,f€Aand a <y 3, or

a,f € Band a <o 0.
It is easy to verify that < is a total regular and —-decreasing ordering of
Sen(L). =

We can further show that every regular —-decreasing total ordering is
constructed by the general method of Theorem 2.43. Let us give some
definitions. A set X C Sen(L) is said to be selective if of every pair of
opposite sentences {a, ~a} X contains exactly one. Recall also that X is
~-saturated if for every o, « € X = [a] C X. Note that familiar examples
of selective and ~-saturated sets are the consistent and complete sets > C
Sen(L) (as well as their complements Sen(L) — ¥). However not every
selective and ~-saturated set is of this kind. For instance the sets A, B in
the proof of 2.43 are selective and ~-saturated forming a partition of Sen(L).
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Moreover A is an initial segment and B is a final segment of (Sen(L), <).
We shall see that such a partition exists for every regular —-decreasing total
ordering.

Proposition 2.44 Let < be a reqular —-decreasing total ordering of Sen(L).
Then Sen(L) splits into two ~-saturated sets I and J which are selective,
hence

acl s -aed

and I < J, that is, I is an initial and J a final segment of <.

Proof. Let < be a regular and —-decreasing total ordering of Sen(L). Let
us call an initial segment of < weakly selective if from every pair {a, —a}, I
contains at most one element. We first claim that there are weakly selective
initial segments of <. Observe that if for some «, (VG)(a < BV a < =f) is
true, then the initial segment {5 : § < a} is weakly selective. So if, towards
a contradiction, we assume that no weakly selective initial segment exists,
then
Va3B(B < a A-p < a). (13)

Assume (13) holds and fix some «. Pick 3 such that § < a and =8 < a.
By —-decreasingness, =a < —f3. Therefore ~a < a. Now apply (13) to -«
to find v such that v < = and =y < —a. By —-decreasingness, -—a < —.
Thus —-—a < -« and by regularity, a < —«. But this contradicts ~a < a.

So there exist weakly selective initial segments of <. Taking the union of
all such initial segments, we find a greatest weakly selective initial segment
I. Tt is easy to see that I is selective, i.e., from each pair {«, ~«a} it contains
exactly one element. Indeed, assume the contrary. Then there is o, such that
either I < a < =, or I < =« < a. Assume the first is the case, the other
being similar. But then there is 5 such that I < {3, -8} < a < =, because
otherwise the segment {7 : v < a} would be a weakly selective segment
greater than I, contrary to the maximality of I. Now {3,-(0} < a < -«
implies that § < a and =8 < —«, which contradicts the —-decreasingness of
<.

Further, let J = {—-a : « € I}. Then J is a greatest selective final
segment, I < J and I NJ = (). To show that I (and hence J) is ~-
saturated, let o € I. Assume first that « is not the greatest element of I,
so there is § € I such that a < . By regularity, [a] < §. Hence [a] C I.
Next assume that « is the greatest element of I. Then necessarily « is the
greatest element of ] too, otherwise I U [o] D I and I U [a] is selective,
contrary to the maximality of I. Thus again [ is ~-saturated.
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It remains to show that I U J = Sen(L). Assume « ¢ I. Since I is
selective, ~a € I, therefore =—a € J. Since J is ~-saturated, a € J. Thus
IuJ = Sen(L). =

So regular —-decreasing functions constitute a natural class of choice
functions stronger than Reg*. Let

Dec = {f € Reg" : f is —-decreasing}.

We abbreviate the corresponding semantic notions =pe. and ~ pec, by = pec
and ~ pec, respectively.

2.5 The dual connective

Every binary or unary logical operation when combined with negation pro-
duces a dual one. The dual of | is

@ o1h 1= (=)

for all ¢, € Sen(Ls).

A natural question is whether each of the operations | and o distributes
over its dual with respect to a truth relation =x, that is, whether there is
a class of functions X such that

Fx po(@lo) = (poi)l(poa) (14)

and
Fx ¢l(¥oo) < (o) o (¢lo) (15)

are X-tautologies. (14), (15) are dual and equivalent to each other, since
taking the negations of both sides of (14) one obtains (15), and vice-versa.

Proposition 2.45 There exist o, 3, v, M and f € Reg* (f non-—-decreasing)
such that

(M, f) s a0 (Bly) < (aoB)|(aon).

Proof. Pick «, 3, v such that a [~ 7, v % —a, and M such that M =
aA—y. Then we can easily find a regular total ordering of Sen(L) such that
—a <0, 7y < a,y<aand § <. Let f = min. = min. By definition,
ao (Bly) = ~(=a|=(6]7)), and (a o B)[(a o) = —(=a|=f)[~(-al7)).

Therefore

flao(B) = F(=(=al=(B]7)) = ~f(=al=(817)) = =f(-a, = f(B,7)) =



—min(—a, ~min(F,v)) = ~“min(-a, 2F) = -a.

On the other hand,

F((@oB)l(@07)) = F(~(al~B)n(mal=) = F(=f (=, ~8), ~f(~as 1)) =
min(_' min(—@z, _|/6)3 - min(_‘a, _"Y)) = min(ﬁ—'a, —|—|’y) =y,

where the last equation is due to the fact that min(a,y) = v and < is
regular. Thus M = f(ao (B]y)) and M = f((ao B)|(cwo)). Therefore

(M, f) s ao (Bly) and (M, f) s (a0 B)|(a o). B

Note that in the preceding counterexample we have v < a and —y < —a,
so the ordering < is not —-decreasing. We see next that if f is —-decreasing,
then in (M, f) | and o do distribute over each other.

Proposition 2.46 If f € Reg* is —-decreasing, then for all M, ¢, i, o,

(M, f) s po (¢lo) < (poy)|(pooa),

and

(M, f) s ol (¢ 0 0) = (@) o (plo).

Proof. The above equivalences are dual to each other, so it suffices to
show the first of them. Specifically it suffices to prove that if f € Reg* and
f is —-decreasing, then

flpo(@lo)) ~ f(pop)l(poa)).

Fix such an f and let < be the regular, —-decreasing ordering such that
f = mine = min. If we set f(¢) = a, f(¥) = 3, f(o) = 7, express o in
terms of | and replace f with <, the above equivalence is written:

—min(—«a, “min(F, 7)) ~ min(—min(-qa, =3), = min(-a, —=)). (16)

If & ~ (3 ~ 7, obviously (16) is true. Assume a ~ (3 and « ¢ . Then, by
regularity, (16) becomes

= min(—a, "min(q, y)) ~ min(a, 7 min(-a, —y)).

To verify it we consider the cases o < v and v < a. E.g. let a < v. By
—-decreasingness, =y < -, so both sides of the above relation are ~ to «.
Similarly if v < a.
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So it remains to prove (16) when a ¢ § and « # . Then, by Lemma
2.41, = min(—a, =f) ~ max(a, 3), so (16) is written

max(a, min(/3, 7)) ~ min(max(a, #), max(c,7y)). (17)

We don’t know if there is some more elegant direct (that is, not-by-cases)
proof of (17). So we verify it by cases.

Case 1. Assume a < min(f,v). Then max(c, min(8,v)) = min(S, 7).
Besides @ < min(f3, ) implies max(c«, ) = # and max(«,y) = . Therefore
both sides of (17) are ~ to min(3,~).

Case 2. Assume min(/3,v) < a. Then max(a, min(3,v)) = a. To decide
the right-hand side of (17), suppose 3 < 7 so we have the following subcases.

(2a) 8 < a < v: Then max(«, ) = «, max(a,7y) = =, therefore,
min(max(«, ), max(a,y)) = «, thus (17) holds.

(2b) B <~ < a: Then max(a, f) = max(a,vy) = a. So

min(max(a, 3), max(,7)) = a,

thus (17) holds again.

Case 3. Assume min(f3,7v) < a, so max(a, min((,7)) = «a, but suppose
now v < 3. Then we have the subcases:

(3a) v < a < B: Then max(a,3) = [ and max(a,vy) = «. Thus
min(max(c, 3), max(«,y)) = «, that is, (17) holds.

(3b) v < B < a: Then max(«, ) = @ and max(«,y) = a. So

min(max(«, ), max(a,7y)) = a.

This completes the proof of the Proposition. .

Corollary 2.47 The schemes

po(Ylo) = (pod)l(poo) (18)
(or its dual) and
p N = (@l = —ply) (19)

are equivalent and each one of them is a syntactic characterization of the
reqular —-decreasing orderings (and the corresponding choice functions).

Proof. The equivalence of (18) and (19), as schemes, follows from Propo-
sitions 2.45, 2.46, as well as from Lemma 2.41 by which (19) characterizes
the regular —-decreasing orderings. .
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Interchanging | and o inside a sentence gives rise to a duality of sentences
of Ly, that is, a mapping ¢ — ¢¢ defined inductively as follows:

% = o, for classical ¢,

(p Ap)? =@ Nyt

(mp)? = =,

() = oy,

By the help of dual orderings <% and dual choice functions f%, one can
without much effort establish the following “Duality Theorem” which is the
analogue of Boolean Duality:

Theorem 2.48 For every p € Fml(Lg), FERegs ¢ if and only if [=Reg o

3 Axiomatization. Soundness and completeness
results

A Propositional Superposition Logic (PLS for short) will consist as usual
of two parts, a syntactic one, i.e., a formal system K, consisted of axiom-
schemes and inference rules, and a semantical one, consisted essentially of a
set X C F of choice functions over Sen(L).!! Let us start with the latter.

The semantical part X induces the truth relation =x, that is, the class
of structures (M, f), where M : Sen(L) — {0,1} and f € X, with respect to
which the X-tautologies and X-logical consequence are defined. For every
X C Flet

Taut(X) = {p € Sen(Ls) :F=x ¢}

be the set of tautologies of L, with respect to =x. Let also T'aut be the set
of classical tautologies. Then for any X,Y C F,

XCY = Taut CTaut(Y) C Taut(X).

The following simple fact will be used later but has also an obvious interest
in itself.

"\ ore or less the same is true for every logical system, e.g. PL. Although we often
identify PL with the set of its logical axioms and the inference rule of Modus Ponens,
tacitly we think of it as a set of axiom-schemes Ax(PL) and the inference rule MP on
the ones hand, and the natural Boolean semantics on the other. Specifically Ax(PL) will
consist of the following schemes:

(i) a— (8 — a)

(ii) (@ = (B—=7) = (@ = ) = (a—=1))

(ii}) (~a — =) = ((~a — 8) — a).
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Lemma 3.1 For every X C F, the set Taut(X) is decidable (i.e., com-
putable).

Proof. By the definition of =5, ¢ € Taut(X) if and only if (Vf €

X)(f(¢) € Taut) (where Taut is the set of tautologies of PL), i.e.,
o € Taut(X) < {f(¢): f € X} C Taut.

Now given ¢ and f, the collapse f(¢) results from ¢ by inductively replacing
each subformula 1)1]19 of ¢ with either f(1) or f(12). So clearly for every
¢, the set of all possible collapses {f(¢) : f € X} is finite. Therefore, since
Taut is decidable, it is decidable whether {f(y): f € X} C Taut. —|

In particular we are interested in the sets
Taut(F) C Taut(Reg) C Taut(Reg*) C Taut(Dec), (20)

(as well as in T'aut(Asso) C Taut(Reg*)) corresponding to the truth rela-
tions considered above. It follows from 3.1 that these sets are decidable.
The question is whether each of these sets of tautologies is axiomatizable by
a recursive set of axioms and inference rules. We shall see that the answer
is yes.

Let us come to the formal system K. Every K consists of a set of axioms
Ax(K) and a set of inference rules IR(K). Also the axioms and rules of K
extend the axioms and rules of PL, i.e.,

Ax(K) = Ax(PL) +{S; : i <n}, and MP € IR(K),

where S; will be some schemes considered below expressing basic properties
of |. Given X C F in order to axiomatize T'aut(X) by a formal system K,
clearly it is necessary for the axioms of K to be X-tautologies, i.e.,

Ax(K) C Taut(X).

For any such X C F and K, we have a logic that extends PL, called Propo-
sitional Superposition Logic w.r.t. to X and K, denoted

PLS(X, K).

Given a formal system K as above and ¥ U {¢} C Sen(L), a (Hilbert-
style) K-proof of ¢ from X is defined just as a proof in PL (mutatis mu-
tandis), that is, as a sequence of sentences o1, ..., 0, such that o,, = ¢ and
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each o; either belongs to X or belongs to Ax(K), or is derived from previous
ones by the inference rules in IR(X). We denote by

Yk

the fact that there is a K-proof of ¢ from 3. Especially for classical sen-
tences, i.e., X U{a} C Sen(L), it is clear that

El—pLa = El—KOz,

where |- py, denotes provability in PL. 3 is said to be K -consistent, if ¥ i L.
Again for ¥ C Sen(L),

Y is K-consistent < X is consistent.

Recall that a formal system K (or its proof relation kg ) satisfies the De-
duction Theorem (DT) if for all ¥, ¢ and ),

YU{ptFr ¥ = YFg o — . (21)

It is well-known that if the only inference rule of K is MP (and perhaps
also the Generalization Rule), then DT holds for Fx. But in systems with
additional inference rules DT often fails. Below we shall consider formal
systems K augmented with an additional inference rule. So we shall need
to examine the validity of DT later.

Definition 3.2 A set ¥ C Sen(Ls) is said to be X-satisfiable if for some
truth assignment M for L and some f € X, (M, f) =5 X.

As is well-known the Soundness and Completeness Theorems of a logic have
two distinct formulations, which are not always equivalent, depending on the
semantics and the validity of Deduction Theorem. For the logic PLS(X, K)
these two forms, ST1 and ST2 for Soundness and CT1 and CT2 for Com-
pleteness, are the following:

(ST1) Ytr e = YEx o,
(ST2) ¥ is X-satisfiable = ¥ is K-consistent
(CT1) YEx e = Zrkk o,
(CT2) > is K-consistent = ¥ is X-satisfiable.

Concerning the relationship between ST1 and ST2 and between CT1
and CT2 for PLS(X, K) the following holds.
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Fact 3.3 (i) For every X
Yx ¢ = X U{~p} is X-satisfiable. (22)

As a consequence, (ST1) < (ST2) holds for every PLS(X, K).
(ii) (CT1) = (CT2) holds for every PLS(X, K). If Fx satisfies DT,
then the converse holds too, i.e., (CT1) < (CT2).

Proof. (i) (22) follows immediately from the definition of =x and the
fact that the truth is bivalent. Now (ST1) = (ST2) is straightforward. For
the converse assume ST2 and ¥ jEx . By (22) ¥ U {—¢} is X-satisfiable.
By ST2, ¥ U {—~¢} is K-consistent, therefore 3 t/x .

(ii) (CT1) = (CT?2) is also straightforward. For the converse assume
CT2, DT and X Hx . It is well-known that by DT the latter is equivalent
to the K-consistency of ¥ U {—-p}. By CT2, ¥ U {—¢} is X-satisfiable.
Therefore ¥ [ x . a

In view of Fact 3.3 (i) we do not need to distinguish any more between
ST1 and ST2, and can refer simply to “sound” logics.

However the distinction between CT1 and CT2 remains. This is also
exemplified by considering the semantic analogue of DT. Given a class X C
F, let us call the implication:

SU{ptEx Y = YEx o — (23)

Semantic Deduction Theorem for X (or, briefly, SDT). Here is a relationship
between DT and SDT via CT1.

Fact 3.4 For every X C F, SDT for X is true. This implies that if the
logic PLS(X, K) is sound and satisfies CT1, then K satisfies DT.

Proof. That SDT holds for every X C F is an easily verified consequence
of the semantics |=x. Now assume that PLS(X, K) is sound (i.e., satisfies
(equivalently) both ST1 and ST2), satisfies CT1, and ¥ U {p} Fx 1. By
ST1 it follows that ¥ U {¢} x 1. By SDT (23) we have ¥ =x ¢ — 9.
Then CT1 implies ¥ Fx @ — 1, as required. .

Next we give a list of specific axiom-schemes (referred also to simply
as axioms) about |, certain nested groups of which are going to axiomatize
the truth relations =7, FReg, FReg» and [=pec considered in the previous
sections.
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(51)
(52)
(93) v — Plo
(54)
(55)

We shall split the axiomatization of the four basic truth relations con-
sidered in the previous section in two parts. We shall consider first the basic
truth relation =7 relying on the entire class of functions F, and then we
shall consider the rest stricter relations =pgeg, FReg» and [=pec. The reason
is that the relation =7 can be axiomatized by a formal system having M P
as the only inference rule, while the rest systems require formal systems
augmented with a second rule. The latter requirement makes these systems
considerably more complicated.

3.1 Axiomatizing the truth relation =

In this section we deal with the relation =7 and show that it can be soundly
and completely axiomatized by the first three axioms S1-S3 cited above and
Modus Ponens (M P). We call this formal system K. Namely

Ax(Ko) = AX(PL) + {S1, S2, 83} and IR(Ky) = {MP}. (24)

Observe that S; and S3, combined with the axioms of PL, prove (in Kj)
plo = ¢

It is easy to see that the logic PLS(F, Kj) is sound. Namely we have
the following more general fact.

Theorem 3.5 Let X C F. If K is a system such that Ax(K) C Taut(X)
and IR(K) = {MP}, then PLS(X, K) is sound.

Proof. Let X, K be as stated and X kg . Let ¢1,...,p,, where
©n = ¢, be a K-proof of ¢. As usual we show that ¥ E=x ¢;, for every
1 <4 < n, by induction on i. Given i, suppose the claim holds for all j < i,
and let (M, f) s X, for some assignment M and f € X. We show that
(M, f) s pi. If ¢; € ¥ this is obvious. If ¢; € Ax(K), then (M, f) =5 vi,
because by assumption Ax(K) C Taut(X) and f € X. Otherwise, since MP
is the only inference rule of K, ¢; follows by MP from sentences ¢;, @ =
(pj — i), for some j,k < i. By the induction assumption, (M, f) s ¢;
and (M, f) Es ¢k. Therefore (M, f) s ¢;. =

Corollary 3.6 The logic PLS(F, Ky) is sound.
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Proof. By Theorem 2.8 and Fact 2.5 (iv), S, So, S3 are schemes that
hold in (M, f) for all f € F, therefore Ax(Ky) C Taut(F). So the claim
follows from 3.5. =

Completeness of PLS(F, Ky) We come to the completeness of the logic
PLS(F, Ky). As usual, a set ¥ C Sen(Ly) is said to be complete if for every
v € Sen(Ly), p € ¥ or ~p € . If ¥ is K-consistent and complete, then for
every ¢ € Sen(Ls), p € X < —¢ ¢ 3. Moreover if ¥ Fg ¢, then p € X.

Before coming to the logics introduced in the previous subsection, we
shall give a general satisfiability criterion. Fix a class X C F of choice
functions and a set of axioms K C Taut(X). Let ¥ be a K-consistent and
complete set of sentences of Ly and let 31 = ¥ N Sen(L) be the subset of
3’ that contains the classical sentences of >.. Then clearly > is a consistent
and complete set of sentences of L. By the Completeness Theorem of PL,
there exists a truth assignment M for L such that, for every o € Sen(L)

aed & MEa (25)

Given X, X1, M satisfying (25), and a set X C F of choice functions, the
question is under what conditions M can be paired with a function f € X
such that (M, f) s X. Below we give a simple characterization of this fact
which is the key characterization of X-satisfiability.

Lemma 3.7 Let X C F and K C Taut(X). Let also ¥ be a K -consistent
and complete set of sentences of Ly and let 31 = XN Sen(L) and M satisfy
(25). Then for every f € X, (M, f) &= X if and only if for every ¢ €
Sen(Ly),

peY = f(p) eX. (26)

(Actually (26) is equivalent to
pel & flp)ex,

but the other dz’rectionjollows fmln (26), the consistency and completeness
of ¥ and the fact that f(—¢) = —f(p).)

Proof. Pick an f € X and suppose (M, f) =5 . Then by the complete-
ness of ¥ and the definition of =g, for every ¢ € Sen(Ls),

pe¥ & (M, f)Espe ME fp).

Now by (25), M |= f(p) = f(p) € 1 C X. Therefore p € ¥ = f(p) € .
Thus (26) holds.
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Conversely, suppose (26) is true. To show that (M, f) =5 X, pick some
¢ € X. By (26) f(¢) € X. Then f(p) € i since f(p) is classical, so by
(25) M = f(p). This means that (M, f) = ¢, as required. a

We come next to the completeness of PLS(F, Ky). The essential step of
the proof is the following Lemma.

Lemma 3.8 Let 3 be a Ko-consistent and complete set of sentences of L.
Then % is F-satisfiable.

Proof. Let 3 be Ky-consistent and complete. Then for any ¢,v €
Sen(Ls), the possible subsets of ¥ whose elements are ¢y, o, ¥ or their
negations are the following:

(al) {olv, 0,9} C X

(32) {80\1/%% _'sz)} cX

(3“3) {(p‘wv ﬁ%lb} C X

(ad) {=(plv), ~p, =} C X
(a5) {—(el¢), o, 7} C X
(a6) {—(¢ly), o, 9} C X

The remaining cases,

(a7) {plv, ~p, "} C Z
(a8) {=(¢lv), o, 9} C X

are impossible because they contradict Ky-consistency and completeness of
Y. Indeed, in case (a7) we have =p A =) € 3. Also ¢|ip € X, so by Se and
completeness, ¢ V 1) € X, a contradiction. In case (a8) ¢ Ay € X. Also
—(ply) € 3, so by S1 and completeness —(p A ) € X, a contradiction.

Given a pair {«, 3} we say that “{«, 5} satisfies (ai)” if for ¢ = a and
1 = 3, the corresponding case (ai) above, for 1 <1i < 6, holds. We define a
choice function g for L as follows:

(1) o, if {«, B} satisfies (a2) or (a6)
g(a, B) = ¢ (ii) B, if {e, B} satisfies (a3) or (ab) (27)
(7i1) any of the a, 3, if {«, 5} satisfies (al) or (ad).

Claim. g satisfies the implication (26) of the previous Lemma.

Proof of the Claim. We prove (26) by induction on the length of ¢. For
o =a € Sen(L), gla) = a, so (26) holds trivially. Similarly the induction
steps for A and — follow immediately from the fact that § commutes with
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these connectives and the completeness of 3. So the only nontrivial step of
the induction is that for ¢[i. It suffices to assume

peX =g el (28)
YeX =gy ex, (29)

and prove
el € X =g(plY) € X (30)

Assume @[ty € ¥. Then the only possible combinations of ¢, ¥ and their
negations that can belong to ¥ are those of cases (al), (a2) and (a3) above.
To prove (30) it suffices to check that g(¢|1)) € ¥ in each of these cases.

Note that g(e|v) = g(g(¢),9(¢)) = g(e, B), where g(¢) = a and g(¢)) = 3
are sentences of L, so (27) applies.

Case (al): Then ¢ € ¥ and ¢ € X. By (28) and (29), g(¢) € ¥ and
9(p) € B. By definition (27), g(¢|s) = g(g(¢), g(¢)) can be either g(p) or
g(1). So in either case g(¢|v) € 3.

Case (a2): Then ¢ € ¥ and ¢ € ¥. By (28) and (29), g(p) € %,
g(¢) ¢ X. Also by (27), g(el)) = g(g(), (1)) = g(p), thus g(p|y) € X.

Case (a3): Then —p € X, ¢ € X. By (28) and (29), g(¢) ¢ X, g(¢) € 2.

By (27), g(elv) = 9(9(¢),9(v)) = g(¢), thus g(¢|y) € . This completes
the proof of the Claim.

It follows that condition (26) is true, so by Lemma 3.7, if M = X1 where
Y1 =X nNSen(L), then (M, g) = X, therefore ¥ is F-satisfiable. =

Let us remark here that, since Fx, satisfies the Deduction Theorem, by
Fact 3.3 the two forms of completeness theorem CT1 and CT2 are equivalent
for PLS(F, Ky). So it is indifferent which one we are going to prove for the
system PLS(F, Kp).

Theorem 3.9 (Completeness of PLS(F, Ky)) The logic PLS(F, Ky) is com-
plete. That is, if 3 is Ko-consistent, then X is F-satisfiable.

Proof. Let ¥ be Ky-consistent. Extend X to a Ky-consistent and com-
plete ¥* O 3. By Lemma 3.8, ¥* is F-satisfiable. Therefore so is 3. o

Corollary 3.10 The set {¢ : Fk, ¢} is decidable.

Proof. By the soundness and completeness of PLS(F, Ky), {¢ : Fxk,
v} = Taut(F). But Taut(F) is decidable by Lemma 3.1. =
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3.2 Axiomatizing the truth relations for the classes Reg, Reg*
and Dec

The next systems, K1-K3, are intended to capture in addition the semantic
property of regularity considered in section 2.3. We need to define K; so
that if Fx, ¢ then ¢ € Taut(Reg), and vice-versa (if possible). Specifically,
if a ~ o/, we need K to prove, for every (3, a|8 < o/|f, i.e.,

P (] d|B).

This cannot be captured by an axiom-scheme, since no scheme can express
the relation ~ of logical equivalence. It can be captured however by a new
inference rule. Roughly we need a rule guaranteeing that if ¢, ¢ are logically
equivalent, then ¢ and ¢ can be interchanged salva veritate in expressions
containing |, that is one entailing p|lo « |o, for every ¢.'2 This is the
following rule denoted SV (for salva veritate):

(SV) from @ <Y infer p|lo — Y|o,

if ¢ «» 1) is provable in Kj.

We see that SV is a “conditional rule”, applied under constraints, much
like the Generalization Rule of first-order logic (from ¢(z) infer Yzp(z), if
x is not free in the premises, and also the Necessitation Rule of modal logic
(from ¢ infer Oy, if - ¢). It follows that SV operates according to the
following:

Fact 3.11 Let K be a formal system such that SV € IR(K). If Fg, (¢ <
V), then Fg (p|lo < lo) for every o.

Note that since, according to Corollary 3.10, it is decidable, given ¢,
whether Fx, ¢, it is decidable, given a recursive set of sentences ¥, whether
a sequence of sentences ¢1,. ..,y is a proof (in K) from ¥ or not.

Theorem 3.12 Let X C Reg. If K is a system such that Ax(K) C Taut(X)
and IR(K) = {MP, SV}, then PLS(X, K) is sound.

120f course substitution of logically equivalent sentences salva veritate holds also in
classical logic, that is, if @ ~ o’ and « is a subformula of 3, then 3[a] ~ ([a’], where B[a/]
is the result of replacing a with o’ within 3. This however is a simple consequence of the
compositional semantics of classical logic. In contrast the choice semantics of PLS is by
no means compositional.
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Proof. Let X C Reg, Ax(K) C Taut(X) and IR(K) = {MP, SV}, and
let ¥ Fr ¢. Let ¢1,..., ¢y, where ¢, = ¢, be a K-proof of . We show, by
induction on 4, that for all i = 1,...,n, ¥ Ex ¢; . Let (M, f) Es X, with
f € X. The proof that (M, f) =5 ¢; goes exactly as in the proof of Theorem
3.5, except of the case where ¢; follows from a sentence ;, for j <4, by SV.
It means that ¢; = (0|7 < p|7) while ¢; = (0 < p), where Fg, (o < p).
Now Kj is a system satisfying the conditions of 3.5 above for X = F, so
Er (0 < p). It means that for every assignment N and every g € F,
(N, g) s (0 < p), ie, N Eg(o) < g(p), that is, g(o) < g(p) is a classical
tautology, or g(o) ~ g(p), for every g € F. In particular, f(o) ~ f(p).
Now since X C Reg, f € X implies f is regular. Therefore f(o) ~ f(p)
implies that f(f(c), f(7)) ~ f(f(p), f(7)), or f(a|T) ~ f(pl|r), therefore
M E F(olr) o Flplr), or (M, f) s (olr o plr), ten (M, f) = i, as
required. This completes the proof. .

We define next the systems Ki-Kj3 as follows:

Ax(K1) = Ax(Ko) = {51, S2, S3}, IR(K1) = {MP, SV}, (31)
Ax(K3) = Ax(K1) + S, IR(K3) = {MP, SV}, (32)
Ax(K3) = Ax(K3) + S, IR(K3) = {MP,SV}. (33)

Theorem 3.13 (Soundness) The logics PLS(Reg, K1), PLS(Reg*, K2) and
PLS(Dec, K3) are sound.

Proof. This follows essentially from the general soundness Theorem
3.12. We have Dec C Reg® C Reg, so all these classes of choice func-
tions satisfy the condition X C Reg of 3.12. Also IR(K;) = {MP,SV},
for i = 1,2,3. By Corollary 3.6, Ax(Kp) C Taut(F), and Taut(F) C
Taut(Reg) C Taut(Reg*) C Taut(Dec). Since Ax(Ki) = Ax(Kjp), we
have Ax(K1) C Taut(Reg), so it follows that PLS(Reg, K1) is sound. Next
Ax(K2) = Ax(Kp) + S4, so to see that PLS(Reg*, K») is sound, it suffices
to see that Sy € Taut(Reg*). But by Theorem 2.19 Sy € Taut(Asso) C
Taut(Reg*). Therefore Ax(K2) C Taut(Reg*), and we are done. Finally
Ax(K3) = Ax(K2) + S5 and by Theorem 2.42, the scheme S5 characterizes
—-decreasingness, thus S5 € Taut(Dec). So Ax(K3) C Taut(Dec) and by
3.12 PLS(Dec, K3) is sound. !

The following Lemma will be essential for the completeness of the afore-
mentioned logics, proved in the next section.
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Lemma 3.14 If ¥ C Sen(Ls) is closed with respect to Fg,, for some i =
1,2,3, and a,d’ are sentences of L such that a ~ o', then for every (3,
(a8 < o'|B) € X

Proof. Let a ~ o/. Then Fpr a < o/, hence also bg, o — o/. By
SV € IR(K;) it follows that for every 8, Fg, a|8 < o/|3. Therefore (a|f <
d/|B) € ¥ since X is Fg,-closed. 4

Question 3.15 Do the formal systems K1-K3 satisfy the Deduction Theo-
rem (DT )?

We guess that the answer to this question is negative but we do not have a
proof. The standard way to prove DT for g, is to assume X U {p} Fg, 1,
pick a proof 1, ..., 9, of ¥, with 1, = 9, and show that ¥ g, ¢ — 1, for
every ¢ = 1,...,n, by induction on i. The only crucial step of the induction
is the one concerning the rule SV, i.e., to show that for any o,0’, 7, if
Y bk, ¢ — (0 & d),and bg, (0 < o), then ¥ bg, ¢ — (o7 < o'|7).
Now clearly
Fpp (0= 0') = (¢ — (0 = 0')),

so also
Fiy (0 0') = (¢ — (0 < 0')).

This combined with kg, (0 < o) and MP gives
Fio 0 — (0 0')),
and hence, by PL again,
Py (9= 0) = (0 = o).
By SV it follows that
Shk (¢ = a)lr) < ((p = o')I7).

However it is not clear if and how one can get from the latter the required
derivation ¥ bk, ¢ — (o|7 < o'|7).

It follows from the preceding discussion that DT is open for the formal
systems K;, ¢ = 1,2,3. Now by Fact 3.4, if DT fails for K; then necessarily
CT1 fails for the logics PLS(Reg, K1), PLS(Reg*, K3) and PLS(Dec, K3).
This means that CT1 is also open for the preceding logics. (In connection
with the status of DT note that, surprisingly enough, the question about
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the validity of this theorem remains essentially unsettled even for a logical
theory as old as modal logic, see [5].)

Completeness We come to the completeness of the aforementioned
logics based on the systems Ki-Kj3. First in view of the open status of
DT for the systems Ki-K3 and Fact 3.3 (ii), we cannot identify the two
forms of completeness CT1 and CT2 for these systems. We only know that
(CT1)=(CT2). So we can hope to prove CT2 for K;-Ks3.

There is however another serious side-effect of the lack of D'T. This is that
we don’t know whether every consistent set of sentences can be extended
to a consistent and complete set. Clearly every consistent set ¥ can be
extended (e.g. by Zorn’s Lemma) to a mazimal consistent set ¥’ D 3.
But maximality of >’ cannot guarantee completeness without DT (while
the converse is true). For, theoretically, ¥’ may be maximal consistent and
yet there is a ¢ such that ¢ ¢ ¥ and - ¢ ¥, in which case ¥/ U {¢}
and X' U {—p} are both inconsistent. That looks strange but we don’t see
how it could be proved false without DT. This property of extendibility of
a consistent set to a consistent and complete one, for a formal system K,
plays a crucial role in the proof of completeness of K (with respect to a given
semantics), so we isolate it as property of K denoted cext(K). Namely we
set

(cext(K)) Every K-consistent set of sentences can be extended to
a K -consistent and complete set.

In view of the unknown truth-value of cext(Kj;), for i = 1,2, 3, we shall
prove only conditional versions of CT2-completeness for these systems. Ac-
tually it is shown that CT2-completeness is equivalent to cext(K;).

Theorem 3.16 (Conditional CT2-completeness for PLS(Reg, K1)) The logic
PLS(Reg, K1) is CT2-complete if and only if cext(Ky) is true.

Proof. One direction is easy. Assume cext(K) is false. Then there is a
maximal K7-consistent set of sentences ¥ non-extendible to a K7-consistent
and complete one. It means that there is a sentence ¢ such that both EU{¢}
and X U {—¢} are Kj-inconsistent. But then ¥ is not Reg-satisfiable. For if
there are M and f € Reg such that (M, f) =5 X, then (M, f) satisfies also
either ¢ or —¢. Thus either ¥ U {¢} or ¥ U {—¢} is Reg-satisfiable. But
this is a contradiction since both YU {¢} and X U{—¢p} are inconsistent and
by Theorem 3.5 PLS(Reg, K1) is sound. Therefore ¥ is consistent and not
Reg-satisfiable, so PLS(Reg, K1) is not CT2-complete.
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We come to the main direction of the equivalence assuming cext(K)
is true. Then given a Kj-consistent set ¥, we may assume without loss
of generality that it is also complete. We have to find M and g € Reg
such that (M,g) Es X. It turns out that the main argument of Lemma
3.8, concerning the definition of the choice function g, works also, with the
necessary adjustments, for the other logics defined in the previous section.
Namely it suffices to find a choice function g € Reg such that (M, g) = 3,
where M is a model of 1 = ¥ N Sen(L). The definition of g follows exactly
the pattern of definition of g in the proof of Lemma 3.8, except that we need
now to take care so that g be regular. Recall that g is regular if for all «,
al’ 57

o ~va = g(a/76) ~ g(avﬁ)'
In (27) g is defined by three clauses: (i) (a2) or (a6), (ii) (a3) or (ab), (iii)
(al) or (ad).

Claim. The regularity constraint is satisfied whenever g is defined by
clauses (i) and (ii) above.

Proof of Claim. Pick a, o/, 3 such that a ~ o/. We prove the Claim
for the case that g(a,3) is defined according to clause (i)-(a2). All other
cases are verified similarly. That g(«, 3) is defined by case (i)-(a2) of (27)
means that a|f € ¥, a € ¥, - € ¥ and g(a, ) = «. It suffices to see that
necessarily g(o/, ) = o/ ~ g(a, 3).

Since ¥ is complete, it is closed with respect to Fx,, so by Lemma 3.14,
a ~ o implies that (a|8 < o/|3) € 3. Also by assumption, |3 € X, hence
o|f € 3. Moreover o € ¥, since o € X, and =3 € X. Therefore case
(i)-(a2) occurs too for o'|3, o/ and B. So, by (27), g(a/,3) = «’, therefore
g(d/, 3) ~ g(a, 3). This proves the Claim.

It follows from the Claim that if we define g according to (27), regularity
is guaranteed unless g(a, ) is given by clause (iii), that is, unless (al) or
(ad) is the case. In such a case either both «, 3 belong to X, or both -,
= belong to ¥, and (27) allows g(«, 3) to be any of the elements «, [.
So at this point we must intervene by a new condition that will guarantee
regularity. This is done as follows.

Pick, as in the proof of Proposition 2.30, from each ~-equivalence class
[a], a representative £, € [a]. Recall that, by completeness, the set ¥; =
YN Sen(L) as well as its complement Y9 = Sen(L) — X; are saturated
with respect to ~, that is, for every a, either [a] C X1 or [a] C 3. Let
Dy = {& : a € 31}, Dy = {& : @ € Ba}. Let [D;)? be the set of pairs

of elements of D;, for i« = 1,2, and pick an arbitrary choice function gg :
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[D1]? U [Do]?> — Dy U Dy. Then it suffices to define g by slightly revising
definition (27) as follows:

(1) a, if {a, B}, satisfies (a2) or (ab)
g(a, B) = ¢ (ii) B, if {a, B} satisfies (a3) or (ab) (34)
(13i) ~ go(&a,&p), if {a, B} satisfies (al) or (ad).

(The third clause is just a shorthand for: g(«,8) = «a if go(€a,€é8) = as
and g(a, B) = B if go(€a,&3) = €. See the similar formulation in the proof
of 2.30.) In view of the Claim and the specific definition of g by (34), it
follows immediately that if « ~ o’ then for every 3, g(a, 8) ~ g(a/, 3). So
g is regular. Further, exactly as in Lemma 3.8 it follows that (M, g) =5 X.
This completes the proof. .

Next we come to the logic PLS(Reg*, K3). The difference of K»-consistency
from Kj-consistency is that, as a result of axiom Sy, if 3 is Ks-consistent
and ¢|(y|o) € X, then (plp)|o € X, or more simply p||oc € . Let us
outline this difference by an example.

Example 3.17 Let

Y= {Oé, ﬁﬂ? -, a|ﬂa _'(ah/)v a|(ﬁ|7)}?

where «, B, v are pairwise inequivalent and o\ —3 A=y is satisfiable. Then
3} is Reg-satisfiable, hence Ki-consistent, but is not Ko-consistent. In par-
ticular X is not Asso-satisfiable.

Proof. By hypothesis there is a truth assignment M such that M =
a A —f A —y. Pick a (partial) choice function for L such that f(a,3) = «,
f(lay,vy) =~ and f(B,v) = B. Since «, 3, v are pairwise inequivalent, it is
easy to see that f extends to a regular choice function for the entire L. Then
f(alB) = o, f(aly) =~ and f(B]y) = B. So f(=(aly)) = —. It follows that
(M, £} b= {al8,~(al7)}. Moreover F(al(817)) = f(a, /(8,7)) = f(a,B) =
a, which means that (M, f) =5 «o|(8|y) too. Thus (M, f) =5 3, so X is
Reg-satisfiable.

Now in view of axiom Sy of Ko, since a|(f3]7y) € X it follows that ¥ g,
a|Bly. By Sz and S3, the latter implies ¥ g, (a]y) V8. On the other hand
—(a]y) € ¥ and =48 € X, so ¥ kg, ~(aly) A0S, or ¥ kg, —((a]y) V).
Thus ¥ g, L, so it is Ka-inconsistent.

Finally assume that 3 is satisfied in (N, f), for some assignment N
and some associative f. Let f = min. = min for some total ordering
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< of Sen(L). Now (N, f) s {a,—0,a|f} implies min(e, 5) = «, i.e.,
a < (3, while (N, f) Es {a,—y,—~(aly)} implies min(a,y) = 7, so v <
a. Therefore v < a < . On the other hand, (N, f) Es a|(8]y) implies
N = min(a, min(8,v)) = min(a, 8,7), therefore min(a, 3,7) = « since
N E =8 A —y. Thus «a < 7, a contradiction. -

Theorem 3.18 (Conditional CT2-completeness for PLS(Reg*, K3)) The
logic PLS(Reg*, K3 ) is CT2-complete if and only if cext(Ks) is true.

Proof. One direction of the equivalence is proved exactly as the corre-
sponding direction of Theorem 3.16. So let us come to the other direction
assuming cext(K3) is true. Let X be a Ko-consistent set, so we may assume
again that 3 is also complete. We must construct a regular and associative
choice function g such that (M,g) = X, where M |= ;. As already re-
marked, a|(8|y) € ¥ implies («|5)|y € . We shall define g basically as in
definition (27) of Lemma 3.8, except that now we want g to induce a regular
total ordering of Sen(L). So let h be a partial choice function for L such
that

dom(h) = {{a, B} : {«, B} satisfies some of the cases (a2), (a3), (ab) and

(a6) of Lemma 3.8},
e (i) . it {a, 5) (42) or (a6)
_ 1) a, if {a, B} satisfies (a2) or (ab),
e, B) = { (1) B, if {a, B} satisfies (a3) or (ab). (35)
Claim 1. For any «, (3, v, whenever two of the h(a, h(3,7)), (5, h(a, 7)),
h(v, h(a, 3)) are defined, they are equal.

Proof of Claim 1. Pick some «, 3, 7. Then at least two of them belong
either to X or to its complement. Without loss of generality assume that
a€eX, f¢X, v¢ X Then in view of Ko-consistency and completeness of
2,

A ={a, =8, ~,=(Bl7)} C =

Also by Ks-consistency and completeness we can identify «|(8|y) and («|5)]|7,
with respect to their containment to Y, and there are two options: either
alBly € ¥ or =(a|B]y) € . We consider now the combinations of the sen-
tences «|f]y, «|f, aly and their negations that can belong to X together
with the elements of A. We write these combinations in the form of sets B;.
It is easy to see that the only sets B; of this kind such that AU B; C X, are
the following;:

49



- {a|ﬂ”77 a’ﬁa O‘h/}

1

By = {=(a|B|7), | B, alv}
B3 = {~(a|B]v), |8, ~(aly)}
By = {~(a|f]y), ~(a|B), a7}
Bs = {=(a|ply), ~(a]B), ~(al7)}

The remaining sets:
Bi = {a|ﬁh/a O‘|ﬂa _'(O‘h/)}
By = {a|Bly, ~(alB), alv}
By = {a|Bly, ~(alB), ~(alv)}

cannot be included in ¥ jointly with A. [For instance assume

AU{a|Bly, alB,=(aly)} = {a, =8, 7, ~(B]7), a8y, &l B, ~(aly)} C .

Then «|fB|y is written 3|aly so by S, it implies 5V (a|y) € X. By com-
pleteness, either 3 € ¥ or a|y € X. But already =3 and —(«|y) are in X, a
contradiction.]

Since 3,7 ¢ X, h(8,7), and hence h(a, h(5,7)) are not defined by (i) or
(ii) of (27). So it suffices to verify that h(3, h(a,y)) = h(v, h(a, 8)) in each
of the cases AU B; C 3, for 1 <14 <5.

1) AU By C ¥: We have h(a, ) = a, h(a,7y) = a. Then

h(ﬁa h(a77)) = h(ﬁ: Oé) == h(CV?’)/) = h<77 h<aa ﬂ))v

so the Claim holds.

2) AU By C X: Same as before.

3) AU B3 C 3: We have h(a, f) = a, h(a,y) = ~. Thus h(3, h(a, )
h(53,7), so h(B, h(a, ) is also undefined. We se that only h(v, h(a, 3)) =
is defined, so the Claim holds vacuously.

4) AU By C ¥: We have h(a, 8) = 3, h(a,v) = a. Thus h(y, h(a, 5)) =
9(7, B) is undefined, and the Claim holds vacuously as before.

5) AU Bs C 3: We have h(a, ) = 3, h(a,y) = 7. Thus h(5, h(a, 7)) =
9(03,7) is undefined, and we are done again. This completes the proof of
Claim 1.

Claim 2. Let

S= {<Oé,ﬁ> : {Oé,ﬁ} € dom(h) A h(a, B) = 0‘}7

and let <; be the transitive closure of S. Then <; is a regular partial
ordering on Sen(L).
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Proof of Claim 2. By Claim 1, h is an associative partial choice function,
so as in the proof of Theorem 2.14 we can see that the transitive closure <;
of S is a partial ordering. Also that <; is a regular ordering follows from
the Claim of Theorem 3.16. This completes the proof of Claim 2.

Now clearly the partial ordering <; of Claim 2 extends to a regular total
ordering < of Sen(L). Then it suffices to define g by setting ¢ = minc.
Since for every a, 3 € Sen(L), if the pair («a, 3) satisfies some of the cases
(a2), (a3), (ab), (ab), a < S if and only if h(a, B) = a, clearly g extends h.
Moreover

(1) o, if («, () satisfies (a2) or (a6),
g(a,B) =< (it) B, if (a, B) satisfies (a3) or (ab), (36)
(731) min<(a, B), if («, B) satisfies (al) or (ad).

Thus it follows as in Lemma 3.8 that (M,g) s X, that is, ¥ is Reg*-
satisfiable. This completes the proof of the theorem. .

Finally we come to the conditional completeness of PLS(Dec, K3).

Theorem 3.19 (Conditional CT2-completeness for PLS(Dec, K3)) The logic
PLS(Dec, K3) is CT2-complete if and only if cext(K3) is true.

Proof. Again one direction of the equivalence is shown exactly as the
corresponding direction of Theorem 3.16. We come to the other direction
assuming cext(K3) is true. Fix a Ks-consistent set X.. By cext(K3) we may
assume that ¥ is also complete. Let M |= ¥, where 1 = ¥ N Sen(L).
We show that there exists a choice function g such that ¢ = min., where
< is a —-decreasing regular total ordering of Sen(L), and (M, g) = X. g is
essentially defined as in the previous theorem plus an extra adjustment that
guarantees —-decreasingness. Namely, let h be the function defined exactly
as in the proof of Theorem 3.18.

Claim. h is —-decreasing, i.e., whenever h(a, 3) and h(—«a,—3) are de-
fined, then
h(CV?ﬂ) =a < h(_\Oé, _‘ﬂ) = 0. (37)

Proof of Claim. We must check that whenever {a,3} and {-a, -5}

satisfy some of the cases (a2), (a3), (ab) and (a6), then (37) holds true.
Thus we must examine the combinations of «, (3, «|3, —«a|-5 and their
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negations that can belong to . There is a total of 16 possible combinations
of these sentences. Of them the combinations

Ul = {Oé|ﬁ, _'(_'a|_'ﬁ)7aaﬁ}
Uy = {=(lB), ma| =B, ma, ~f}

do not allow definition of h since in these cases either both «, @ or both
=, -0 belong to X. Next we have 10 combinations that contradict K3-
consistency and completeness of . These are:

Fy = {a|B,~al=8,a, 3}

Fy = {CM’/@, _'Oé|_'ﬂv -, _‘ﬂ}
Fs5 = {Oé’ﬁ, _|(_'Oé|_|ﬁ),_'06, _'ﬁ}
Fy = {alﬁv _‘(_‘O‘|_‘ﬂ)’_‘aaﬁ}

F5 = {Oé’ﬁ, _|(_'Oé|_|ﬁ),06, _'ﬁ}

Fs ={~(alB), ma|=8, a, B}

Fr ={=(a|B), ~a|=8,~a, 5}

Fy = {=(a|B), ~a|=6, a, 5}

Fy = {_‘(Oé’ﬁ),_‘(_‘a|_'ﬁ),a,ﬁ}

Fio = {=(alB), =(-al=8), ~a, =}

Notice that of the preceding sets, Fy, F5, F7 and Fg yield a contradiction be-
cause of the axiom Sy. For instance consider Fy = {a|f, =(—a|=3), —a, B}
It contains —«, 3, thus it proves —aAB. By S5, Fy proves (|5 < —a|-3). Fy
also contains «|3, thus it proves —«|—3. But it besides contains —(—a|=03),
so Fy g, L. Thus the only combinations that can be contained in X are
the following:

C'1 = {O[|/8, _\a‘_'ﬁa «, ﬁ/8} - %
Cr = {Oé|ﬁ, _'O‘|_'ﬁv _'avﬁ} cX
Cs = {=(aB), ~(ma|=p), 0, -} C
Cy = {~(alB), ~(=al|=p), a, B} C X.
It is easy to verify that in each of the cases C; C X, for 1 <7 < 4, (37) is true

in view of the definition (35) of h. For example in case Cy C X, necessarily
h(a, 8) = a, while h(—a, =) = 3. This completes the proof of Claim 1.

As in the proof of 3.18, let

S = {{a, ) : {e, B} € dom(h) N (e, B) = a},

and let <; be the transitive closure of S. As shown in 3.18, <; is a regular
partial ordering. Moreover here, in view of the Claim, <; is —-decreasing.
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So by a standard application of Zorn’s Lemma, <; extends to a regular —-
decreasing total ordering < of Sen(L). If we set g = min., then g satisfies
(36) of the previous theorem and thus (M, g) s ¥. Therefore ¥ is Dec-
satisfiable. -

The following is open.

Question 3.20 Ifcext(K;) are true fori = 1,2,3, do the logics PLS(Reg, K1),
PLS(Reg*, K2) and PLS(Dec, K3) satisfy the form CT1 of Completeness

Theorem?

3.3 Some closing remarks on axiomatization

Before closing this section on axiomatization of superposition logics, let us
notice that all axioms S-S5 introduced above are true also for the connec-
tives A and V. That is, none of the S; can be used to discriminate | from
A and V. This looks somewhat strange, since we showed semantically that
the converse of S; and Sy are not tautologies. However this cannot be for-
mulated in the straightforward way, namely as the schemes p|t) £ o A
and ¢ V¢ 4 ¢l (the latter are false, e.g. for ¢ = v). It means that the
axiomatic systems K;, for ¢ = 0,1,2,3 introduced above are interpretable
in the standard propositional logic PL, through the obvious interpretations
I, and I, that interpret | as A or V, respectively. These are defined in-
ductively in the obvious way for standard connectives, while for | we have
(l)!r = o Atp and (p[h)!Y = ¢ V@p. Then clearly for any ¢ and for I
being some of these interpretations,

|_Ki Y = l_‘pla

that is, for every Dec-tautology ¢ (to consider the strongest system Dec of
choice functions), ¢! is a classical tautology. However both of the aforemen-
tioned interpretations are not “faithful”, which means that the converse of
the above implication is not true. For example for classical sentences «, 3,
(a|3)!» = a A B, hence (a|f — a)!* =aAB — a. Then a A B — ais a
classical tautology while |3 — « is not a K;-tautology.

The question is if there exist any further axioms, appropriate for some
finer class X C Dec, which can distinguish | from A and/or V. The answer
is yes. For example a further condition that can be imposed to —-decreasing
orderings is one that concerns the position of the special classes 1 and T
in this ordering. For example we may require that our decreasing orderings
< satisfy the condition T < 1. Let Dect~, denote the class of these total
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orderings of Sen(L). It is rather straightforward that the additional axiom
needed to characterize Dect. is

(Sg) L|T.
Thus L|T is a Dec,-tautology while (1|T)/* = L A T is not a classical
tautology, which means that the logic corresponding to Dect. | is not in-
terpretable in PL through I,. We might also require that T is the least
element of <. If this class of orderings is denoted by DecT, the additional
scheme needed to characterize Dect is

(Sg) «|T.
Again DecT.) is not interpretable in PL through I,. Similarly if Dec; .,
Dec,| denote the classes of decreasing orderings < such that 1 < T and
1L < a, for every «, respectively, then the needed corresponding axioms are

(S1) ~(LIT)
and

(S4) ~(alL),

respectively. These logics are not interpretable in PL through I, .

4 Future work

Our future work will focus on two goals. The first goal is to develop some
alternative semantics for superposition logics. We have already found a
second semantics based again on choice functions, but this time the choice
applies not to pairs of sentences but to pairs of elements of a Boolean algebra
B, in which the standard sentences of PL take truth values. We can refer to
this as “Boolean-value choice semantics” (BCS) to distinguish it from the
“sentence choice semantics” (SCS) used in the present paper.

The second goal is to extend PLS to first-order superposition logic (ab-
breviated FOLS). Such an extension might help us to pass from super-
position of sentences/formulas to superposition of objects. Given two ob-
jects (constants) a and b, let us consider the formula (in one free variable)
(x = a)|(x = b). If our logic can prove that there exists a unique object
c satisfying this formula, then we can set ¢ = a Tb and say that c is the
superposition of a and b. Thus in order for such an operation to be defined
for all objects z,y the sentence (Vz,y)(3!2)((z = z)|(z = y)) must be a tau-
tology. So the question is whether there is a suitable formalization of FOLS
in which this sentence can be stated and proved.
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