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Summary. Given a lattice (X, <, A, V) we define a multi-valued operation A® which
is analogous to a t-norm (i.e. it is commutative, associative, has one as a neutral
element and is monotone). The operation is parametrized by the set @, hence we
actually obtain an entire family of such multi-valued t-norms. Similarly we define a
family of multi-valued t-conorms V¥'. We show that, when P, Q are chosen appropri-
ately, A9, vF (along with a standard negation) form a de Morgan pair. Furthermore
A% VT are order generating and (X, <, A9, \/P) is a superlattice, i.e. a multi-valued
analog of a lattice.

17.1 Introduction

In this paper we generalize the concepts of t-norm and t-conorm. While many
variants of t-norm and t-conorm have appeared in the literature, they always
are single-valued functions. The current work is substantially different because
it considers a multi-valued generalization.

As is well known, a t-norm is an extension of the classical logical operator
AND to the realm of fuzzy logic. While in the classical case AND is a function
from {0,1} x{0, 1} to {0,1} (or, equivalently, from {True,False} x {True,False}
to {True,False}), a t-norm is a function from [0, 1] x [0, 1] to [0, 1]. The interval
[0,1] can be an interval of reals or, more generally, a lattice with bottom
element 0 and top element 1. Recently considerable attention has been paid to
t-norms for particular types of lattices, for instance the lattice of real intervals
[2], the lattice of type-2 fuzzy sets [23] etc. All of these generalizations are
concerned with the domain and range of the t-norm. Similar remarks hold for
t-conorms, which extend from {0, 1} to [0, 1] the logical OR operator?.

Many t-norms and t-conorms have been presented in the fuzzy literature
but the above remarks apply to practically all of them. This also holds true
for t-norms and t-conorms which apply to interval-valued fuzzy sets: in this

1 . . . . .
Under another interpretation, a t-norm generalizes set intersection and a t-conorm
generalizes set union.
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case a t-norm takes as input pairs of intervals and produces as output a single
interval. The case with which we deal in the current work is significantly
different. We are interested in multi-valued t-norms and t-conorms; a simple
example would be a t-norm which takes as input two reals and produces as
output an interval of reals. In this paper we discuss the generalization of this
example.

Our motivation for studying multi-valued logical connectives is the follow-
ing: fuzzy logic is a calculus of uncertain reasoning; but it seems that all the
uncertainty is concentrated in the truth values of the logical propositions; the
case where uncertainty is associated with the actual operation of the logical
connectives has not been studied in the past. The introduction of multi-valued
logical connectives is a reasonable way to introduce this type of uncertainty.
On the other hand, much of the work presented concerns intervals (either of
reals or, more generally, of lattice elements) which has been a common theme
in the fuzzy and computationbal intelligenece literature; see for instance the
use of “hyperboxes” (lattice intervals) in [11, 12, 17] for theoretical aspects
and [1, 11, 18] for applications. We present our work in the general frame-
work of lattice theory, which is quite popular for the general analysis of fuzzy
systems [6, 8, 19].

There is a considerable literature on algebras equipped with multi-valued
operations; see the book [5]. In this area the multi-valued operations are called
hyperoperations and they yield hyperalgebras such as hypergroups [3, 4], hy-
perrings [15, 22], hyperlattices [14, 16, 20, 21] etc. Using similar terminology
we will speak of the hyper-t-norm, the hyper-t-conorm etc. It is not stressed
often enough, but a basic hyperoperation which finds frequent application in
Computational Intelligence is clustering [17] which takes as input two (or a
few) points to produce as output a region, i.e. a set of points.

Among all uni-valued t-norms, the min t-norm A has a special place. For
example, it is the only idempotent t-norm. Also, in a certain sense, it is the
simplest extension of AND. Finally, and perhaps more importantly, it is the
only t-norm which generates an order, i.e. the double implication

alb=a<a<b

only holds for 7' = A. Similar remarks hold for the max t-conorm V. In the
current work we present a family of multi-valued logical connectives which
make essential use of A and V; our construction can be applied to other t-
norms and t-conorms but the results are not as satisfactory. Let us mention
however that the current generalization is only one of several ways to define
multi-valued t-norms and t-conorms; we have presented other possibilities in
[10, 20, 21].

The plan of this paper is as follows. In Section 17.2 we present some
preliminary concepts. The rest of the paper assumes a basic de Morgan algebra
(X,<,A,V,) and constructs on it various algebraic structures. In Section
17.3 we introduce the basic objects of our study, namely the multi-valued
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AQ t-norm and V¥ t-conorm. In Section 17.4 we study the multi-valued S-
implication obtained from VF. In Section 17.5 we show that A® and Vv
generate a structure analogous to a lattice, the so-called (P, Q)-superlattice.
In Section 17.6 we obtain additional results for the case when (X, <, A, V")
is a Boolean algebra. Finally, we summarize our results in Section 17.7.

17.2 Preliminaries

In this section we review some fundamental concepts which will be used in
the main part of the paper; we also present some well known propositions (we
omit their proofs, which can be found in standard texts [7]).

Given a set X, the power set of X will be denoted by P (X) and will
be defined to be the set of all (crisp) subsets of X. We can equip X with
an order relationship < and thus obtain a partially ordered set (X, <). If for
every pair z,y € X the inf (z,y) and sup(z,y) exist, we say that (X, <) is a
lattice. We denote inf (z,y) by z Ay and sup(z,y) by z Vy ; then A,V are
binary operations on X and we sometimes say that (X, <,A,V) or (X,A,V)
is a lattice. We also use the notation 1 A 9 A ... Az to denote the infimum
of 1, xa,...,xny (the A operation is associative) and AP to denote A cpz,
the infimum of a set P C X (if such an infimum exists); similarly we use
1 Vao V.. Vay and VP. A lattice is called distributive iff Va,b,c € X it is

anN(bVe)=(aAb)V(aAc), aV({dAe)=(aVb)A(aVe).
We will use the following proposition repeatedly in what follows.

Proposition 17.1 In a distributive lattice (X, <,V,A) the following proper-
ties hold for all a,b,z,y € X such that x <y, a < b:

aViz,yl=laVe,aVyl;a,bVz,y] =[aVabVy;
aNz,yl =laNz,aANyl;[a,b] Az, y] =[aAz,bAyl

We now introduce several “substructures” within the lattice (X, <, A, V).

1. A sublattice of a lattice is a set Y C X such that: z,y € Y = z Ay €
YzvyeY.

2. A convez sublattice is aset Y C X such that: if x,y € Y then [xAy,xVy] C
Y. We denote the set of all convex sublattices of X by C (X).

3. A filter is a set Y C X which satisfies the following two conditions: (a) if
zeY,yeXandax <y, thenyeY (b)if z,y €Y thenz Ay €Y.

4. An interval in the lattice (X, <, A, V) is a set of the form {x : a <z < b},
where a,b € X are the endpoints of the interval; we denote this interval
by [a,b]. We denote the set of all intervals of X by I (X).

Every filter is a convex sublattice; in a lattice with bottom element 0 and
top element 1, every interval of the form [g, 1] is a filter.

Given a poset (or lattice) (X, <) we can define two “order-like” relations
on P (X) (i.e. they hold between subsets of X).
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Ja € A such that Vb € B we have a < b
Jb € B such that Va € A we havea < b
2. A <5 B means that: Va € A, b€ B we haveaVbe B and aAbe A.

1. A <; B means that:

These relations are not independent; also (under appropriate restrictions)
they are orders.

Proposition 17.2 For every A,B € C(X), we have A <1 B = A <3 B.

Proposition 17.3 The relations <;(i = 1,2) are orders on C(X) (and, a
fortiori, on I(X)).

In the rest of the paper we will use a generalized de Morgan lattice defined
as follows.

Definition 17.1 A generalized deMorgan lattice is a structure (X, <,V, A, ),
where (X, <,V,A) is a complete distributive lattice with minimum element 0
and mazimum element 1; the symbol’ denotes a unary operation (“negation”);
and the following properties are satisfied.

1. Forallz € X, Y C X we have t A(Vyevy) = Vyev (2 AY), 2V (Ayevy) =
Ayey (z V y). (Complete distributivity).

2. For all © € X we have: (z')’ = x. (Negation is involutory).

3. For all x,y € X we have: x <y =y’ < 2’. (Negation is order reversing).

4. For allY C X we have (Vyevy) = Ayevy’'s, (Ayevy) = Vyeyy' (Com-
plete deMorgan laws).

In Section 17.6 we will make a stronger assumption, that (X, <,V,A/)) is
a generalized Boolean lattice, i.e. it satisfies the following.

Definition 17.2 A generalized Boolean lattice is a generalized deMorgan lat-
tice (X, <,V,A,) in which every x € X satisfies: xVa' =1, x Aa' =0.

Notation 17.1 Given a set A C X we will denote the set of all negated
elements of A by A’ ={z : 2’ € A}.
Proposition 17.4 Let A = [a1,as]; then A’ = [a},a]].

We now turn to t-norms, t-conorms and their multi-valued extensions.
Recall that a t-norm on a general lattice (X, <) with 0 and 1 is a function T :
X x X — X which is commutative, associative and satisfies for all a,b,c € X
the following

absorption : aT'1 = a, (A1)
monotonicity : a < b = aTc < bT'c; (A2)

similarly a t-conorm is a function S : X x X — X which is commutative,
associative and satisfies for all a,b,c € X the following
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absorption : aS0 = q, (B1)
monotonicity : a < b= aSc < bSc. (B2)

Now, t-norms and t-conorms are examples of operations, i.e. uni-valued map-
pings from X x X to X; they map pairs of elements to elements. The following
notations are standard in the hyperoperations literature:

1. if % is an operation, for any a € X and A, B C X we define a x B =
UbeB {a* b}, Ax B = UabeB {a* b}.

2. if x is a hyperoperation, for any a € X and A, B C X we define a x B =
Upep@ * b, Ax B = U, pepa *b (remember that a * b is a set).

Now we are ready to define hyper-t-norms and hyper-t-conorms by gener-
alizing properties A1, A2 and B1, B2 to their multi-valued analogs.

1. A hyper-t-norm is a multi-valued map T : X x X — P (X) which is
commutative, associative and satisfies for all a,b,c € X the following

absorption : aT1 > a, (C1)
monotonicity : @ < b= aTc < bTe. (C2)

(where < is an order relationship on the range of T).

2. A hyper-t-conorm is a multi-valued map S : X x X — P (X) which is
commutative, associative and satisfies for all a,b,c¢ € X the following
a<b=aTc<bTec.

absorption : aS0 3 a, (D1)
monotonicity : a < b = aSc < bSc. (D2)

Conditions C1 and D1 are straightforward generalizations of Al and BI,
respectively. Conditions C2 and D2 are more subtle. Note that in both C2 and
D2 < is an order relationship between sets (such as the above defined <1, <s
etc.). To complete the definitions of hyper-t-norm and hyper t-conorm, we
must specify which order relationship we are using. There are several options
for < and, furthermore, it is only required that < is an order on the range of
T / S . As will be seen in Section 17.3, this will turn out to be significant
when we examine specific hyperoperations with a restricted range.

17.3 The A? hyper-t-norm and the VP hyper-t-conorm

17.3.1 The AQ hyper-t-norm

We define a hyperoperation which, under suitable restrictions, has the prop-
erties of a multivalued t-norm .
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Definition 17.3 Let Q be some subset of X and define the hyperoperation
AR as follows:
Va,be X :aA®b={aAbAq:qeEQ}.

Remark 17.1. Hence we could write a A b=a AbA Q.

We will now show that under suitable conditions A? is a hyper-t-norm, i.e.
it is commutative, associative and satisfies C1, C2. We will proceed in several
steps. First we show that A? is always commutative and associative.

Proposition 17.5 Take any set Q C X. Then, for all a,b,c we have
aA®b=bA%q; (a/\Qb) AQc=an® (b/\Qc).

Proof. The first part is obvious. For the second, take any x € (a AC b) A€ ¢;
then exists some y such that

yecaA®b and z € y A9 ¢

also, y € a A9 b means that there exists ¢q; € Q such that y = a AbA ¢ ; and
x € y A% ¢ means that exists go € Q such that z =y A ¢ A gz. Hence

z=(aAbA@)ANcAg=aAN(bAcAq)Aq.

But the last part of the above equality shows that z € a A® (b NQ c). Hence
(a AQ b) AQ ¢ C a A9 (b AQ c); similarly we can show that a A@ (b N c) -
(a/\Q b) AQ ¢; and so a A® (b/\Q c) = (a/\Q b) AQ . O

Next we give a necessary and sufficient condition on @ for C1 to hold.
Proposition 17.6 We have: (Va:a€an?1) & (1€ Q).

Proof. If 1€ @, then a = aA1Al € aAQ1. On the other hand, if Va : a € an®1,
then 1 € 1 A9 1, i.e. exists ¢ € Q such that I=1A1Aq =¢. O

Finally we examine the question of monotonicity (i.e. condition C2). To
this end we need an auxiliary proposition, regarding the nature of a A9 b.

Proposition 17.7 Take any Q C X such that 1 € Q. Then we have the
following

1. (Q is a convex sublattice) < (Va, be X :an?bis a conver sublattice) ;
2. (Q is a filter) = (Va, be X :an?bis a conver sublattice) ;
3. (Q is an interval) < (Va,b € X : a A9 b is an interval).

Proof. For 1, suppose @ is a convex sublattice. Take any a,b € X, then take
any 2,y €aA®bjie.x =aAbAq,q €Q;and y=aAbAq, ¢ € Q. Now
consider [z Ay, x V y|; we have
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[Ay,zVyl=[aANbA (g1 Ag2),a ADA (q1V g2)]
=aAbA[@L NG, 1 Vo] CaADAQ =aA®D.

(since @ is a convex sublattice, [g1 A g2,q1 V 2] € Q). Hence a A9 b is a
convex sublattice. Conversely, if Va,b € X : a A9 b is a convex sublattice, then
1A®1=1A1AQ = Q is a convex sublattice. For 2, simply note that every
filter is a convex sublattice. For 3, suppose @ = [q1, ¢2]. Then

a/\Qb:a/\bA[ql,qQ]:[a/\b/\ql,a/\b/\qQ]

is an interval; and conversely, if Va,b € X : aA? b is an interval, then 1A91 =
IN1TAQ =Q is an interval. J

Remark 17.2. In fact, the third part of Proposition 17.7 can be strengthened.
As will be seen in the sequel, we are mainly interested in the )’s which contain
1; if such a @ is also an interval, then Q = [g, 1]. Then we have the following.

Proposition 17.8 If Q = [¢,1] thenaAN?b=[a AbAq,aAb] (Va,beE X).
Proof. aAN?b=aAbAlg,1]=[aAbAgaAb]. O
Under certain conditions <y, <5 are orders on the collection {a AQ b}a beX"

Proposition 17.9 Take any Q C X such that 1 € Q.

1. If Q is a convex sublattice, then <o is an order on {a AQ b}a beX

2. If Q is an interval, then <q,<o are orders on {a A@ b}a X

Proof. First we prove 1. Suppose @ is a convex sublattice.

i. Pick any a,b € X and any z,y € a A9 b. Then a A® b is a convex sublattice
(Prop. 17.7) andso z Ay € aA®band xVy € a A? b and so a A9 b <y
aA?b.

ii. Pick any a,b,c,d € X such that a A b <o c A9 d and c A® d <5 a AR D.
Now choose any z € a A b and any y € ¢ A® d. Then z Ay € a A9 b
and zVy € aA?b. Soy € [rAy,zVy] C aA® b which implies that
e A9 d C aAn?b. Similarly we can show that a A b C ¢ A9 d and so
cAN?d=aA?b.

iii. Pick any a,b,c,d,e, f € X such that aA®b <5 cAQd and cA®d <5 eN? f.
Now choose any = € a A2 b, any y € ¢ A d and any z € e A9 f. Then
rVyccAdandsozVyVzeeAN? f.SoxzVzE[z,xVyVz] Cen?f.
Similarly we can show z A z € a A9 b. Hence a A9 b <5 e A€ f.

2 follows from 1: if ) is an interval, it is also a convex sublattice. [

Now we can prove a monotonicity property of a A9 b.
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Proposition 17.10 Take any Q C X with 1€ Q.

1. If Q is a filter, then we have: a < b < (Vce X:aANQc<ybA? c).
2. If Q is an interval, then (for i =1,2) we have:

agbﬁ(VceX:a/\chib/\Qc).

Proof. 1. Let @ be a filter. Suppose that a < b and take x € aA9¢, y € bAZ c.
That is, t =aAcAq and y =bA cA gz. Then

xAy=aAbAcA(@Ng)=arcA(q1Ng);
since q1,¢2 € Q and Q is a filter, then ¢; A gz € Q and 2 Ay € a A? ¢. Also

xVy=(ahcAhqg)V(bAcAhg)=(aNg)V(bAgq))Ac
=((aVb) Al VD) A(aVa)AaVa))Ae
=0A (@ Vb A(aVag)A(aVe)) e
=bA(aVag)AN(gVag)) Ac

Now, aV g > g2 € Q and so aV g2 € Q (Q is a filter); also ¢ V ¢2 € Q (Q is
a sublattice) hence ¢ = (a V ¢2) A (¢1 V ¢2) € Q. This means

tVy=bAcAhqgebA?ec

Since x Ay € a A ¢ and xVy € bA® ¢, it follows that a A9 ¢ <o bA® c.
2. If Q is an interval, then @ = [¢,1]. Hence a < b= aAc < bAc= aAcAg <
bAcAq. Hence

aN®c=laNchgand <i[bAcAgbA]=bA%c
On the other hand, if (Vc €EX:an?c<y AR c), then taking ¢ =1 we get
[aNgq,al <1 [bAg, b= a<h.

The same result follows for <, since this is equivalent to <y over a class of
intervals. O

Remark 17.3. Note the double implications in the above proposition. They
show that A9 has a stronger-than-monotonicity property (when 1 € Q).

From the above propositions we can state the following proposition which
give conditions for A? to be a hyper-t-norm.

Proposition 17.11 Let Q C P (X) with 1€ Q.

1. If Q is a filter then A9 is a hyper-t-norm (with respect to the order < ).
2. If Q is an interval, then A2 is a hyper-t-norm (with respect to the orders
<1, <2)
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Proof. This is a simple consequence of Propositions 17.7, 17.9, 17.10. O

In the rest of the paper we will always assume that @ is (at least) a filter
and that 1 € Q. Here are some additional properties of A? regarding order.

Proposition 17.12 For all a,b € X we have: ma:z:(a AQ b) =aAb.

Proof. Indeed, z € a A b = 2 = aAbAqg < aAbA1l = aAb And
aAb=aAbA1E€an?b O

Proposition 17.13 For all a,b € X we have: a ANb=an?a<a<b.

Proof. Assume a < b. Then aA®b = UyegaNbAg = UyegaNg = UgegahaNg =
a A® a. Conversely, if a A9 b= a A9 a, then by Proposition 17.12

a/\b:max(a/\Qb):max(a/\Qa):a/\a:a:cng.D

17.3.2 The VFPhyper-t-conorm

In completely analogous manner to that of the previous section, we define
a hyperoperation which, under suitable restrictions, has the properties of a
multivalued t-conorm.

Definition 17.4 Let P be some subset of X and define the hyperoperation
vFas follows:
Va,be X :aVvPb={avbVvyp :pec P}.

Remark 17.4. We could also write a VEb=a VbV P'.

Proposition 17.14 Take any set P C X. Then, for all a,b,c we have
aVvEPb=0bVF g (a\/Pb) vPe=avl (b\/Pc).

Proposition 17.15 We have: (Va:a € aVP 0) & (1€ P).

Proposition 17.16 Take any P C X such that 1 € P. Then we have the
following

1. (P is a convex sublattice) < (Va, be X :aVvFPbisa convex sublattice) ;
2. (P is a filter) = (Va, be X :aVPbis a convex sublattice) ;
3. (P is an interval) < (Va,b € X : a VP b is an interval).

Proposition 17.17 If P = [p,1] then aVP b= [aV b,aV bV ] (Va,b € X).
Proposition 17.18 Take any P C X such that 1 € P.

1. If P is a convex sublattice, then <o is an order on {a vP b}

2. If P is an interval, then <1,<2 are orders on {a vFP b}

a,beX’

a,beX’
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Proposition 17.19 Take any P C X with 1€ P.

1. If P is a filter, then we have: a < b < (Vc €X:aVvPe<o bVl c),
2. If P is an interval, then (for i =1,2) we have:

agb(:)(VceX:a\/chib\/Pc).

Proposition 17.20 Let P C P (X)) with 1€ P.

1. If P is a filter then VT is a hyper-t-conorm (with respect to the order <s).
2. If P is an interval, then VT is a hyper-t-conorm (with respect to the orders
<1, <2)

Proposition 17.21 For all a,b € X we have: m’in(a vP b) =aVb.

Proposition 17.22 For all a,b € X we have: aVP b=a VP a < a <b.

17.3.3 Further Properties of A? and VP

The following proposition establishes that A? and VP have a weak form of
distributivity.

Proposition 17.23 For all a,b,c € X we have

(an® (bvPe))n ((an®b) vF (a A9 c)) £ 0, (17.1)
(aVvP (bA9 ) N ((aVvP b) A9 (a VP c)) #0. (17.2)

Proof. Since 1€ @ and 1€ P, then
an(bVve)=aA(BVevl)Alean? (bvFe). (17.3)

Also
(anb)V(anc)=(aAbAL)V(ancAL) VT € (aA®b)VF (a9 c). (17.4)

Finally,
g aN(bVe)=(aAb)V(aVe). (17.5)

From (17.3), (17.4) and (17.5) we obtain (17.1); (17.2) is proved dually. O
Here are some more properties related to order.

Proposition 17.24 For all a,b € L we have: x € aVPb, y € aARb = y < x.

Proof. True, since y < max (a/\Q b) =aNb< a\/b:min(avpb) <z O

Proposition 17.25 For all a,b € L we have: (a vP b) N (a A@ b) #0=a=
b.
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Proof. Take some x € (a vFP b)ﬂ(a N b);then for some p € P,q € @ we have
aANb>aAbAg=z=aVbVp >aVb=a=aAb=aVb=>b0O
We also have a sort of “reduction property”.

Proposition 17.26 For all a,z,y € L we have:

(a\/P:v:a\/Py anda/\Qm:a/\Qy):NB:y.

Proof.
avpx:avpyémax(avpx):max(avpy) =aVz=aVy (17.6)
a/\Qx:a/\Qyémax(a/\Qx):max(a/\Qy)éa/\x:a/\y (17.7)

From (17.6), (17.7) and a standard property of distributive lattices we get
r=y. 0O

Proposition 17.27 For every ' and @, we obtain the de Morgan triple
(/\Q,\/Q,’). In other words, V& is a hyper-t-conorm, A® is a hyper-t-norm
and the following analogs of de Morgan’s laws hold:

(a A@ b)/ =d Ve and (a Ve b)/ =d N9V
Proof. Straightforward. [

So far we have assumed that P, Q are filters. Let us now strengthen this
assumption; for the rest of this section we will asume that P,(Q are intervals
of the form P = [p,1], @ = [g, 1] and we prove several additional results. It
will be convenient to introduce a new notation.

Notation 17.2 When Q = [q,1] we will denote A? by Ny; when P = [p,1]
(and P' = [0,p]) we will denote VE by v,,.

The following proposition establishes that A, and V, have a weak form of
distributivity.

Proposition 17.28 For all p,q € X and for all a,b,c € X we have
alNg(bVyc) C(aNgbd) Vp(angc), aVy,(bATc) C (aVyb) Ag(aVPe).
Proof. It is straightforward to show that
alNg(bVpe)=[an(bVec)Aga(bVeVp) (17.8)
(angb)Vp (ange)=[(anbAq)V(ancAg),(aNb)V (aAc)Vp]. (17.9)
Also
aNbVe)ANg=(aANbAg)V(aAcAgq) (17.10)
aN(bVevp)=(anb)V(anc)V(anp)<(aAb)V(aAc)Vp (17.11)

and (17.8) — (17.11) show that the first part of the proposition holds; the
second part is proved dually. [J
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Proposition 17.29 For all p1,p2,q1,q92 € X and a,b,c € X the following
properties hold.

(@ Ngy b) Ngy ¢ = (@ Ngy b) Ngy € = @ Ngyagy b Ngyngs C- (17.12)
(a \/pl b) VPQ c= (a vpl b) vpz c=a \/101\/1)2 b \/101\/1)2 C. (1713)
Proof. Straightforward. [

17.4 The —% S-hyper-implication

We can also introduce an additional hyperoperation, the hyper-implication.
This is a straightforward generalization of Boolean and fuzzy implications.
Recall that in Boolean logic we can define the implication — as follows

Va,b:a—b=a"Vb. (17.14)

Several other equivalent definitions can be used. In fuzzy logic we generalize
(17.14) by introducing the class of S-implications: given a t-conorm S (and a
negation ') we define
Va,b:a — b=a'Sbh. (17.15)
We can define a hyper-implication (i.e. a multi-valued implication) by using
V¥ in place of S in (17.15). In other words, we introduce the following hyper-
implication, denoted by —* and defined as follows

a—-Cb=d VP

This hyper-implication has several interesting properties (analogous to these
of the classical implication).

Proposition 17.30 Given a filter P C X such that 1 € P, we have for every
a, b, c the following.

1.a<b= ((a—>P c) >5 (b—>P c) and (c—>Pa) <9 (c—>P b)),

2. 1€ (O—>Pa) and a € (1—>Pa),

3. (a—b) = (b’ P a’>,

Proof. This is fairly straightforward.

1. Assume a < b. Then o’ > b and, by monotonicity of VI we have
(a —P c) =ad VvPe 2y VP e = (b —P c). Similarly, if ¢ < b then
(c—>Pa) =dVvVPa<,d VP b= (c—>Pb).

2. min 0—>Pa) = min(O'\/Pa) =1Va =1; hence 1 € (O—>P a). Also
1—-"a=1Vvla=Uyp[0Va,0VaVyp]. Since0€ P,a=0VaV0e
(1—-"a).

3. (a="0) =a' VP b= () VP d = (1 =T a'). O

The above properties are similar to the ones established in [9] and other
places about (uni-valued) implications.
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17.5 The (P, Q)-superlattice

As we have already mentioned in Section 17.1, A has several special properties,
as compared to other t-norms. Among all these properties, we believe the most
special is that A is both monotone and “order-generating”. In other words,
while by definition every t-norm T satisfies

monotonicity: Va,b,c:a < b= alc<blc (17.16)
the only t-norm that satisfies
order generation: Ya,b:a <b< alb=a. (17.17)
is T'= A. The order generated by A can then be defined as follows
a<biffandb=a. (17.18)

Similar things hold for the t-conorm V. The algebra (X, <,A,V) is a lattice;
now we will show that the hyperalgebra (X, <, A9, V) is a superlattice, i.e. the
multivalued analog of a lattice. First consider the following general definition.

Definition 17.5 Given a poset (U,C) and hyperoperations M and U map-
ping U x U to P (U), the structure (U,C, M, 1) is called a superlattice iff the
following conditions hold for all a,b,c € U.

Gl. a€(ala),a€ (aMNa).

G2. alUb=bUa,allb=>bMNa.

G3. (aUb)Uc=alU(bUc), (alb)Mec=al (bMc).
G4. a€(alUb)MNa, a€ (aNbd)Ua.

G5. aCb=becallb,a€alb.
G6.bcalbsacallb & alb.

The similarity (“order generation”) between M and A, as well as between
Ll and V is especially seen in properties G5, G6.

We now show that the hyperalgebra (X, N, \/P) is a superlattice, in the
sense of Definition 17.5. To this end we must prove the following auxiliary
proposition.

Proposition 17.31 Take any P,Q C X such that 1 € Q and 1 € P. Then
(X, < A9, \/P) is a superlattice, i.e. it satifies

S1. a€(aVvPa), ac (an?a).

S2. avPb=bVvFPa, aNCb=0bA% a.

3. (avEPb)VvPe=aVvP (bvFc), (an?b)ACc=an? (bACc).
S4. a€(avPb)A?a, a€ (aA?b)VE a.
S5.a<b=beaVvPb, acan?b.
S6.beavPbeacan?b e a<b.
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Proof. S1 is straightforward. S2 and S3 were proved in Propositions 17.5,
17.14. For S4, we know that

a€llavd)Aanl,(avbVvO0)Aal ClaVbaVbvolA®aC (aVFb) A9 a;

and a € (a A@ b) VP a is proved similarly. For S5, a < b= aV b= b and so
[b,b] = [aVb,aVbVO0] CaVFEb Conversely, if b € a VF b, then a Vb < b <
aVbVv0andsob=aVb,a<b. Hence we have proved a < b < (b € a VP b).
Similarly we can prove a < b < (a € a A9 b). For S6, if b € a VP b, then (for
some p € P) we have b =a VbV p’ > a; similarly for a € a A9 b. O

The superlattice (X, <, A9, V) has been studied in [20, 21], under the
name of “(P,Q)-superlattice”. A case of special interest is the (Q',Q)-
superlattice (i.e. using P = Q).

17.6 The Boolean Case

We now turn to a special case which yields additional results. Up to this point
we have assumed that the lattice (X, <, A,V,") is de Morgan; now we make
the stronger assumption that it is Boolean. In other words we assume that
Va € X :ana’ =0and aVa = 1. Furthermore in this section (and in the rest
of the paper) we assume that P = [p,1] (P’ = [0,p']), Q = [g, 1]. We will also
use again the notation A4, V), and —,, for the implication. Under the interval
assumption we can obtain additional properties of Ay and V.

The (X, Aq, Vp) hyperalgebra can be characterized as a weak Boolean su-
perlattice. By this we mean that it is a weakly distributive and hypercomple-
mented superlattice, i.e. in addition to S1-S6 the following properties hold

weak distributivity :a Aq (bVp ) C (a Ay b) Vp (aAg ),
aVp (bAge) C(aVypb) Ay (aVyc),
hypercomplementation :1 € (aV,a'), 0€ (anga’).

These properties hold in the general de Morgan case; now we see additional
properties for the Boolean case.

Proposition 17.32 For every a,b,c € X, i = 1,2 and p € X we have the
following:

a<b=(a—pc)2i(b—pc)anda<b= (c—pa) < (c—pb),

1€(0—pa)

(@ —pb)= (" = d),
)

Grds Lo o =
—

m

=

S

S
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Proof. Parts 1 and 2 are proved exactly as in Proposition 17.30, except that
now we use the order <;. For 4 we have (a —, a)= [d' Va,da’' VaVp'|=[1,1];
for the second part we have (1 —, a)= [1'Va,1'"VaVp|= [a,aVp]; the
second part is proved similarly. For 5 (exchange property) we have
(a—p (bope)=d V[t Ve, b Vevp ] =[a Vi Ved v VeV
—p (a—p0)) = a'Vead VeVvpl=la ¢ a cVp
b—, » bV, la' Vead vevy "V Ve d VY vevy
which are obviously equal. [

Furthermore in the Boolean case the implication —, has Modus Ponens,
Modus Tollens and syllogistic reasoning properties.

Proposition 17.33 For every a,b,c € X and p,q € X we have the following

Modus Ponens:aAgb Caig(a—pb) (17.19)
Modus Tollens : a' Ay b C b AP (a — b) (17.20)
Syllogistic Reasoning : (a —p b) Nq (b —p ¢) <2 (a —p ) (17.21)

Proof. For (17.19) we note that
aNgb=[aNbDNg aND]
alg(a—,b) =aig[aVbad Vvbvp]=lan(ad Vb Aga(adVbVp).

Now, an(a’ VO)Ag= (aNa' Aq)V(aANbAg=aAbAgand aA(a’ VDV P )=
(anad)V(aAb)V(aAp)=aA (bVp')>aAb which complete the proof of
(17.19). We omit the proof of (17.20), which is similar. Regarding (17.21), it
follows (@ —p b)=[a’ Vb,a’ VOV P'], (b—pc)=[V/ Ve, b VeV, (a—pc)=
[@'Vc,a' VeVp]. Also, with f = (a/ VO)AD' Ve)Agand g = (a'VeVp)A
(' VeVvyp'), we have

[’ Vb VbV PN [V Ve, b VeV =]f,g].
Now
(@ VYAV Ve)=(ad AY)V(BAY)V (A Ae)V(bAe)<d Ve

since the first term in the middle expression above is less than a’, the second
is 0, the third term is less than o’ and the last less than c. Also

(@Vvbvp YAV Vevp)=zVyVz
where
= AV)V(bAY)=(d ANb)<d
y=(@ ANe)V(bA)V (P ANe)<c
2= ANY)V (@ ADY)VOADY )V AD) <D

hence (¢’ VOV P YA (V' VeVp')=a VeV from which follows (17.21). O
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The —, implication also induces an “order-like” relationship.
Proposition 17.34 Foralla,b,p € X we have: 1 € (a —, b) & aVvp' < bVp

Proof. On the one hand, 1 € (a —, b) = [@’ Vb,a’ VbV p'] implies that 1 =
a’ VbV p'. Then

a=(@VvbVvp)Aha=0bVp Yha=a<bVp =aVp <bVyp.
Conversely,
avp <bvp =dVvavp <dVvbvp =1<dVvbvp =1€(a—,b) .0
This motivates us to define the relations <,,=,.
Definition 17.6 For every p € X we define <, and =, as follows:
a<,b&avp <bvyp, a=,b&saVp =bVvp.

Proposition 17.35 For all a,b,p € X we have

a<,b&anp<bAD, a=p,bsanp=>bAp. (17.22)
Proof. In the one direction

a<pb=>aVp <bVp = (aVp)Ap<(bVP)Ap=
(anp)V(p'Ap) < (bAD)V (P Ap)=anp<bAp.

Conversely,

aAp<bAp=(aAp)Vp < (bAp) VD =
(avpYAN(pVp) < OVY)ANPVDP)=aVp <bVDP =a<,b

This proves the first part of (17.22); the second part is proved similarly. O

Proposition 17.36 The relation <, is a preorder (i.e. it is reflexive and
transitive) and =, is the natural equivalence indiced from <,.

Proof. Straightforward (also see [7]). O
Let us now establish some properties of the equivalence relation =,.

Notation 17.3 For every p € X we denote by @ the class of a under =p,
ie.a? ={x:aVp =xVp}.

Proposition 17.37 For every a,p € X, @ is an interval. More specifically
a?’ =[aAp,aVyp].



17 A Family of Multi-valued t-norms and t-conorms 353
Proof. If x € @ then clearly x <z Vp =aVp'. Also
xVp =aVvp = (xVp)Ap=(aVp)Ap=axAp=alp=x>alp.

Hence
@’ ClaAp,aVy]. (17.23)

On the other hand, let us show that @? is a convex sublattice. Indeed, @ is a
sublattice: take any z,y € a? then

aVvp =zVyp aVvp =(@Vp)V(yvp)=(xVy) Vy
aVvp =yVvyp aVp =(@Vp)ANyVvp)=(xAy)Vp

and so x V y,x Ay € aP. Further, take any z € [z Ay, z V y], then
(xAy)Vp <zvp <zvyvp =
avVp =@V )Anlyvp)<zvp <(zVvp)V(yvp)=avy =
zVp =aVvy
and (z AY)Ap<zAp<(xVy Ap=

aNp=(xAp)ANYAp)<zAp<(xAp)V(yAp)=aAp=zAp=aAp

(17.24)

So z € @? and @” is a convex sublattice. And a A p and a V p’ belong to @?,
hence

[aAp,aVp]Car. (17.25)

Combining (17.24) with (17.25) we get the desired result. O]

Proposition 17.38 For all p,a,b,c € X we have:

- Vel =bve
,p:bp:> a
“ {a/\cp:b/\cp

Proof. We only prove the first part (the second is proved similarly). We have

—p 7P "o , aAp=bAp
a’ =1b :>[a/\p,a\/p]—[b/\p,b\/p]:>{avp,bvp,
Now
aVp =bvp =avevp =bveVvy (17.26)
and
bAp=aAp _ _
C/\pC/\p}:>(a/\p)\/(c/\p)—(b/\p)\/(c/\p):>(a\/c)/\p—(b\/c)/\p.

(17.27)
From (17.26) and (17.27) we get

[(aVe)Ap, (aVe)vp]=[bVe)Ap,(bVe)Vp]=aVe =bvc .0
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We will prove a Proposition similar to Proposition 17.38 for V, and A,
but first we need the following.

Definition 17.7 The set of classes A" is defined as follows A" = {zP .z € A}.

Proposition 17.39 For all p,a,b € X we have:

av, b ={[(aVb)Ap,(aVb)Vypl}, angb ={[(aVb)Ag (aVb)V{]}
(17.28)
i.e. each of aV, b’ a Ny b contains a single class.

Proof. We only prove the first part of (17.28):

avy b ={@:aVvb<z<aVbVp}={zApxVp]:avb<z<aVvbVp'}

Take any z such that Z¥ € aV,b . Then aVb < z < aV bV and so
avVbvp <zVp <aVbVp =aVbVp =zxVp. Hence

(aVvbh)Ap<zAp<(aVbVp)Ap=((aVb)Ap)V (' Ap)=(aVb) Ap
which implies (a V b) A p =z A p. Hence
P =[zAp,zVp]=[aVb)Ap (aVbh) Vp]=aVD
and the proof is complete. [

Now we prove the analog of Proposition 17.38.

Proposition 17.40 For all p,a,b,c € X we have:

bV, &
b A, &

e KT
a/\pcp

Proof. Take any ¥ € aV, ¢, y* € bV, & Then, by the previous Proposition,
7" =[(aVe)Ap, (aVe) V], w=[bVe)Ap,(bVe)Vp] (17.29)

alsoa? = b’ = [aAp,aVvp]=[bApbVp]and so

{aApr/\p}j{((aVC)AP:(b\/C)Ap}, (17.30)

aVvp =bvyp avVe)Vp =(bVve)Vvy

From (17.29) and (17.30) we obtain the first part of the proposition; the second
part is proved similarly. [

Proposition 17.41 For all p,a,b,c € X we have:

’ b AV = bV .
\/p =a’ =b and Mp pcp =@ =b.
Ac alNy c =bAyc

p

Il
S8

aVc
alc

o

P

Il
>~
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Proof. We have aVed =bv e =

{(aVC)Ap=(bVC)/\p }j{ (@np)V(eAp)=(bAP)V(cAp)
(ave)vp =(bVe)Vy (a\/p')\/(c\/p'):(b\/p’)\/(c\/(]i’gél)
Similarly, a A ¢’ = A = '

(anc)Ap=(bAc)Ap (anp)A(cAp)=(bAp)A(cAp)
s Zbnaun = LT n ZRoma
(17.32)
From the first parts of (17.31), (17.32) we get a Ap = b A p and from the
second parts a V p/ = bV p/, which together imply @ = 5". O

17.7 Conclusion

We have introduced two crisp hyperoperations, A9 and VP, which are nat-
ural multi-valued generalizations of the t-norm A and the t-conorm V. The
hyperoperations depend on the sets @ and P. In the special case Q = [qg, 1],
P = [0, p], we have the hyperoperations denoted as A, and V, Clearly, the
new hyperoperations have a great potential for applications to computational
intelligence, where they can extend the concepts and procedures of fuzzy rea-
soning.

We intend to further pursue our research especially in the following direc-
tions: a formulation of the orders <i, <5 in terms of the zeta function discussed
in [13] and secondly an in-depth study of the multi-valued implication —
along the lines of [9].
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