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ANOVA Table

Example
Two 4x4 Latin squares.

SOV Df

Squares sq—1=1

Row(square) sq(r-1)=6

Column(square) sq(r-1)=6

Treatment r-1=3

Square x Treatment (sq-D-1)=3

Error sq(r-1)(r-2) = 12

Total sqrf —1=31
*Additive across squares.

Where sq = number of squares.




Example

Three 3x3 Latin squares

Square 1

41 (B) 25(C) SS Row; = 126.89

20(A)  32(B) (C) 7 SS Columm; = 89.55

22 (C) 12 (A) SS Treatmenty = 368.22
83 69 SS Error; =21.56

Square 2

SS Rows = 130.89

SS Columny = 110.22
SS Treatment; = 534.22
SS Errors = 14.89

Square 3

SS Rows; = 126.89

5S Column;z = 89.55
SS Treatments = 368.22
SS Error; = 21.56

Calculations (1)

Step 1. Test the homogeneity of the Error MS from each square using Bartlett’s Chi-
square test.

Step 1.1 Calculate the Error S8 for each square.

Step 1.2 Caleulate the Error MS for each square.




Calculations (2)

Step 1.3 Caleulate the Log of each Error MS

Square Error 5§ Error df Error MS Log Error MS

1 21.56 10.78 1.0326

2 14.89 7.45 0.8722

3 21.56 10.78 1.0326
357=2001  Ylogs’ =29374

Step 1.4 Calculate the Pooled Error MS ( SPEJ

s 2901

9.67
#sq 3

Calculations (3)

Step 1.5 Calculate Bartlett’s »°

0 2.30.‘-6{E?'rordf}[(5q log S; _}— Zlogsf]

2’_ ansd
1+ (ﬁ
!_3 *sq* Errordf

Where Error df = df for one square.

) 2.3026(2)[(310g9.67)-2.9374]
E= 1

F[:fﬂ




Calculations (4)

Step 1.6 Look up the Table »-value at thelevel of confidence and df = #sq-1.

X;Oﬂi-lq‘f =10.6
Step 1.7 Make conclusions

Since y aak < yoy. We failto reject H, :o] =0, = o, at the 99.5% level of

confidence: thus, we can do the combined analysis across squares

Calculations (5)

Step 2. Calculate Treatment Totals for each square.

Treatment Square | Square 2 Square 3
A 47 11 53
B 94 59 100
C 71 61 77
Z Square 212 131 230

Step 3. Calculate the Correction Factor (CF).




Example

Three 3x3 Latin squares

Square 1

SS Row; = 126.89

SS Column; = 89.55
SS Treatmenty = 368.22
SS Error; =21.56

Square 2

SS Rowy = 130.89

SS Columny = 110.22
SS Treatment; = 534.22
SS Errors = 14.89

Square 3

SS Rows; = 126.89

5S Column;z = 89.55
SS Treatments = 368.22
SS Error; = 21.56

Calculations (6)

Calculate the Total SS

TotalSS = (417 +25% +15% +...+23%)—CF
=2.620.67

Calculate the Square SS

o 257
SquareSS = —=—-——-CF
r




Example

Three 3x3 Latin squares

Square 1

41 (B) 25(C) SS Row; = 126.89

20(A)  32(B) (C) 7 SS Columm; = 89.55

22 (C) 12 (A) SS Treatmenty = 368.22
83 69 SS Error; =21.56

Square 2

SS Rows = 130.89

SS Columny = 110.22
SS Treatment; = 534.22
SS Errors = 14.89

Square 3

SS Rows; = 126.89

5S Column;z = 89.55
SS Treatments = 368.22
SS Error; = 21.56

Calculations (7)

Step 6. Calculate the Row(Square) SS (Additive across squares)
Row(Square) SS = Row; SS + Row, SS + Row; SS

=384.67




Calculations

Step 2. Calculate Treatment Totals for each square.

Treatment Square | Square 2 Square 3

A 47 11 53
B 94 59 100
C 71 61 77
ZSquare 212 131 230

Step 3. Calculate the Correction Factor (CF).

Calculations (8)

Step 7. Calculate the Column(Square) SS (Additive across squares)

Column(Square) SS = Column; SS + Column; SS + Column; SS

Step 8. Calculate the Treatment SS

o SIRT
TriSS =<~ —CF
sq*r

-CF

(111 +253° +209?)
3

3
3%3

=1174.22




Step 11.

Calculations (9)

Step 9. Calculate the Square X Treatment SS.

Sq *TrtSS =

> (SqXTrt)’
=————CF —SquareSS —1rtS§

4

(472 +942 + 712 +..+77°)

~
4

— CF — SquareSS —TrtSS

=96.45
Step 10. Calculate Error SS (Additive across squares)
Error SS = Error; SS + Error; SS + Error; SS

Error SS=58.01

Calculations (10)

Complete the ANOVA Table.

SOV

Df SS MS F (Squares and Trt are Fixed effects)

Square
Row(Sq)

618.0 Non-valid F-test
384.67 Non-valid F-test

Column(Sq) S 289.32 Non-valid F-test

Trt

Sq X Trt
Error
Total

117422 Trt MS/Error MS = 60.73"
(sq-D)(r-1)=4 96.45 Sq X Trt MS/Error MS =2 49
Sq(r-1)(-2) = 6 58.01
Sqr-1=26 2620.67




Conclusions

Conclusions:
1. The non-significant Square X Treatment interaction indicates that treatments
responded similarly in all squares.
Table 1. Mean for the square x treatment interaction.
Treatment
Square A B C
1 15.7 313 23.
3.7 19.7 20.3
3 333 257
LSD(0.05) —

2. The significant F-test for Treatment indicates that averaged across all squares, there
were differences between treatments.

Calculations (11)

Table 2. [Mean for the treatment main effect averaged
Across squares.
Treatment Mean
12.3
28.1
232
LSD(0.05) 3.6

Step 12. Calculate LSD’s




Calculations (12)

Square X Trt: Normally, you would not calculate this LSD because the F-test for the
Interaction was non-significant. However, if it would have been significant, you would
have calculated the LSD using the following method:

2ErrorMS
LSD g xr =1 a2 aomoray |£LTTOrMAS

I

This L.SD would be used for comparisons only in Table 1.

Calculations (13)

Treatment:

i2ErrorMS

LSI).TJ'I = Ta ! 2:errordf \I .S'q * 7

This LSD would only be used for comparisons in Table 2.
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