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Preface

This publication is my thesis for the Doctor Scientiarum degree at the Department of Informatics, University of Oslo, Norway. The thesis is mainly comprised of five research papers published, to be published, or submitted to international journals in the field of nonlinear dynamics and time series analysis. It includes also two review papers, made at the early stage of the work, on topics I investigated later in the research papers, and one research report.
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The course of the work

The work started formally in January 1993 and was completed in January 1997. However, I had discussions with Professor Nils Christophersen on the subject of the thesis already from May 1992. We agreed the main goal to be the analysis of time series with the new and promising nonlinear methods mainly based on chaos theory. This was a rather new field not only at our Department, but in Norway in general. I started on this project and was given a three year financial support by the Norwegian Research Council which was later extended to four years by the Department of Informatics with additional tuition obligations.

Fortunately, Bjørn Lillekjendlie, an experienced researcher at the Center for Industrial Research (SINTEF), had interest in similar topics and we collaborated at this early stage. With the assistance of my supervisor Nils Christophersen, we made a literature survey with a critical standpoint on the new developments, and wrote two review papers which formed the frame for my forthcoming research (papers 1 and 2). This was an absolutely necessary process since the field was completely new to me and my collaborators.

At this stage there was an obvious need for concentration on some specific part of the vast field of chaotic time series analysis. It was reasonable to start with state space reconstruction, the first step of almost any time series analysis. This subject was treated exhaustively in the recent years and numerous methods were proposed but with little theoretical background. After long and painstaking work I summed up my research work on this topic to a paper which after many interventions by Nils Christophersen was finally ready to be sent for publication (paper 3). A part of this work, not included in paper 3, was presented later in a research report (paper 7). Meanwhile I was in contact with Torbjørn Aasen at Haukeland hospital, Bergen, who had applied some of the methods I was studying on the optokinetic data. We elaborated on some new ideas about the implementation of state space reconstruction to the correlation dimension estimation of these data. Moreover, we found some interesting results reported in paper 4.

The work in paper 3 inspired me with new ideas for research in the implementation of the methods based on the state space reconstruction, especially regarding the analysis of real world data. I soon found that the performance of some of the methods, and particularly the estimation of the correlation dimension, is sensitive to distance measures. Statistical analysis on the different measures of noisy distances led me to new results that I wrote in paper 5. Furthermore, based on these results, I proposed a modification of the method for the estimation of the correlation dimension from noisy data in paper 6.

I decided then to turn to the prediction of chaotic time series and employ my experience from state space reconstruction on this problem. At this time I appreciated the collaboration with the colleague Ole Christian Lingjærde who had already worked with many of these methods. Together we decided to investigate the applicability of different nonlinear models to the prediction of chaotic time series. Especially, we concentrated on the class of local linear models which turned out to be an interesting area for research. With the assistance of Nils Christophersen, we introduced and implemented new ideas in the context of local linear prediction. Some results from our work were reported in paper 8, but more results are expected by the continuation of this research work. However, I had to put a stop on the work for the completion of the thesis, as four years had already passed.
After this four year period of study and research I feel I have gained the skill and spirit of a new scientist. I believe I have contributed to some aspects of chaotic time series analysis, which was a completely new field to me when I started this work. I hope my work has elucidated some points in the implementation of nonlinear methods on chaotic time series and improved the procedures towards a more proper analysis.

Anyway, the scientific research is a continuous process that does not terminate after the completion of a goal, a degree here, it is a way of living.
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Chapter 1

Chaotic Time Series Analysis

The introductory part begins with a short background on chaotic time series analysis. Then the focus is on selected aspects of the analysis. Particularly, the state space reconstruction, the estimation of the correlation dimension and local linear prediction are briefly discussed and the main results on each topic are presented with reference to the individual papers. Finally, suggestions for further research are put forth and the main conclusions are highlighted.

1.1 Introduction

There are two contrasting notions in life, theory and practice. Science is apparently related to theory but to date much of what is called “science” is actually practical work. Mathematicians are often considered as good representatives of theoreticians. They investigate mathematical problems, build theories, find solutions, but often have little concern for real life problems. On the other hand, in many disciplines, as biology and medicine, many scientists act more like practitioners. They have a certain real problem in mind, collect the data, apply some method, often directly from a software package, and draw conclusions based on the results of the output of the method, with little concern for the theoretical ground of the applied method. The interconnection of these two groups is desirable as many physical processes or natural phenomena can be considered as mathematical systems, from the dripping faucet to measles. Statisticians and methodologists seem to be the ones to fill the gap between theory and practice and bring the mathematical theory into practical and applicable methods.

For a real problem at hand, relevant data are collected and the objective is first to find evidence that supports a certain hypothesis for the cause that generate the data, and then build a model that reflects the cause and explains the data. The latter is often referred to as the inverse problem, “to find the cause given the effect”, where the cause is the underlying mechanism and the effect is the measured data. The work of the methodologist is to build the appropriate methods and implement them correctly on the given data in order to gain insight about the underlying mechanism and then model this mechanism. In some applications, a-priori knowledge may be sufficient to explain the cause and build a model based on first principles, and then the data are used only to validate the model and fix the exact parameters. However, there are many phenomena and processes for which we know little about their cause and then one must rely only on the available observations in order to find a model, the so-called data-driven model.
The work of the thesis deals with data-driven methods.

1.1.1 Dynamical systems and chaos

A natural or technical system that exhibits changes with time may be termed a dynamical system. Dynamical systems are typically classified as deterministic, if the laws controlling the mechanism are fully understood, and stochastic, if some part of the mechanism cannot be explained without introducing randomness. Until the early sixties, this was a clear and meaningful distinction. It was believed that the evolution of a deterministic system could be anticipated exactly given the initial conditions while the evolution of a stochastic system could be anticipated only in a statistical sense, i.e. as the development of averaged quantities influenced by chance.

First, Smale [31], [32] proved that there exist low-dimensional deterministic nonlinear systems sensitive to initial conditions, a phenomenon later termed chaos and the systems chaotic (from the Greek word χάος, the opposite of order). As opposed to other regular deterministic systems, such as periodic or quasi-periodic systems, the trajectories generated by chaotic systems starting from two nearby points diverge exponentially with time and then converge and this feature is continuously repeated. Due to the divergence phenomenon, the largest Lyapunov exponent of a chaotic system is always positive. The stretching and folding of a trajectory in state space forms an object with fractal properties, called strange attractor. Strange attractors have typically non-integer fractal dimensions. In the last decade, there have been written many books about nonlinear dynamic theory with focus on chaotic systems and their properties [9], [2], [41], [15], [23] as well as on their applications [13], [21], [33].

Chaotic systems could be placed in a separate class between regular deterministic and stochastic systems. They seem stochastic when they are observed but there is no ambiguity in their mathematical description. In statistics, a challenging problem is, when observing the apparently random behavior of a system evolving in time, to determine whether the randomness is that of a high-dimensional system or is due to the chaotic behavior of a low-dimensional process. With high-dimensional systems, only the main structure of the system can be modeled deterministically, and the rest unspecified part is subsumed in one or more random components. On the other hand, low-dimensional systems bear deterministic description and investigation of their dynamical properties. In practice, this is a problem in statistical estimation, because the observations of the system will almost inevitably be subject to measurement errors. Even if the chaotic system is free from noise, due to its rich behavior it can be interpreted with respect to its invariant measure as a random system in equilibrium. There are some recent books dealing with the statistical aspects of chaotic systems [37], [3].

1.1.2 Evidence of chaos in time series

Poincaré in the 1890s was the first to anticipate the possibility of chaos in deterministic systems. However, chaos could not be observed before the invention of the high-speed computers. Computer experiments led to meteorologist Lorenz’s discovery in 1963 of chaotic motion of a simple nonlinear model simulating atmospheric convection [16]. However, first after the 1970s, it was shown that chaos could explain real phenomena, e.g. in turbulence of fluids by the work of Ruelle and Takens [27] and in population biology by the work of May [18]. To date, it is well known that many physical processes can have chaotic behavior under certain conditions, and this has been shown with experiments in chemical reactions, electronic circuits, mechanical oscillators etc.
It seems that chaos is abundant in nature, too. Many scientists believe that chaos is a key force behind many real phenomena such as weather patterns and stock markets. Though in some few cases chaotic behavior can be described mathematically, e.g. in a model for population dynamics, in general there is lack of complete evidence of chaos from observations. Probable reasons for this ambiguity is the inevitable effect of stochasticity in real phenomena that may impair the chaotic signature, and the shortcomings of the applied methods in detecting chaos from observations. For the former little can be done but for the latter the procedures may be improved.

The observations are often given in the form of measurements of a single quantity, the scalar time series. When the objective is to investigate chaos they are referred to as chaotic time series. Most of the methods used to analyze chaotic time series estimate properties of the chaotic dynamics. Classical linear methods are employed as well but more as preliminary steps than major tools. For example, the Fourier spectrum may be used to observe periodicities in the data indicating some form of determinism, regular or chaotic. A first idea about the data complexity may simply obtained from time history plots or scatter plots (often referred to as plots of the pseudo-state space). For data of an oscillating type, i.e. data generated from a continuous pseudo-periodic system, Poincaré sections and return maps may be used to investigate chaotic behavior [4], [21], [22]. If the return map obtained from a Poincaré section is unimodal the original system is likely to have the characteristics of one-dimensional chaotic maps. It is often hard to construct appropriate Poincaré sections, especially for dimensions of the pseudo-state space larger than three. A unimodal map may also be inspected in a much simpler way, from the scatter plot of the successive maxima of the oscillations, the so-called Lorenz’s trick. For example, fine unimodal curves obtained in this way are shown for two well-known simulated chaotic systems, the Lorenz and Rössler system, in [33].

Other more sophisticated methods are used to estimate system invariants, assuming the existence of a deterministic system. The most important invariants are the fractal dimension and its measures, e.g. the correlation and information dimension, the entropy and the Lyapunov exponents. The predictability of the underlying system approximated by some model may also be considered as an invariant of the system. The estimation of all these invariants requires the reconstruction of the state space from the chaotic time series.

The objective with all these methods varies with the application. In many applications, the invariant estimates are used as discriminative statistics, i.e. as a tool to investigate an hypothesis on the nature of the data. For example, invariant estimates may be used to distinguish chaos from white noise (as for the ST-interval of the ECG data that at first glance seems to be completely stochastic [30]), or from a linear stochastic system (typically using the method of surrogate data [36]). Moreover, they can be used to detect different states of the same system, as with the optokinetic data from patients and healthy persons (paper 4), and the electrical activity of the brain before and during an epileptic seizure [17]. Another use of the invariant estimates are to extract values in order to characterize the underlying mechanism. However, with real data, exact confident estimates are seldom obtained, but even approximative results can be useful. For example, an estimate of the correlation dimension to the closest larger integer gives an idea about the number of degrees of freedom of the underlying system.

There are few books dealing with the investigation of chaos from observations [38], [20] [12], but several mathematically oriented books about chaos devote a chapter to chaotic time series analysis [29], [22]. Moreover, there are a number of good research paper collections, e.g. [19], [13], [40], [24], and few review papers [6], [35], [8], [1].
This work deals with some of the topics on chaotic time series analysis, specifically the state space reconstruction, the estimation of the correlation dimension and the prediction with local linear models. The background for these topics is given in the two review papers (paper 1 and paper 2).

1.2 State Space Reconstruction

1.2.1 The objective

Suppose a scalar time series is given, \( x(t) = x(k \tau_s) \) for \( k = 1, \ldots, N \) where \( \tau_s \) is the sampling interval and \( N \) is the length of the time series. Assuming the original state space is a manifold \( M \) of some dimension \( \lceil d \rceil \) (the smallest integer larger than the fractal dimension \( d \) of the attractor of the system), the evolution of the unknown deterministic system in discrete (or discretized) time is determined by the mapping

\[
s_{k+1} = f(s_k)
\]

where \( s_k \) is the state at time \( k \) and \( f \) is the system function defined on \( M \). The time series is a measured quantity of this dynamical system

\[
x_k = h(s_k)
\]

where \( h \) is the measurement function \( h : M \rightarrow \mathbb{R} \). Here, the simple noise-free case is considered, but in practice, a noise component is involved in the measurement process, called observation noise, or in the system evolution, called dynamic noise. In this work, we often assume that a small or moderate amount of observation noise is present.

The objective is to reconstruct a state space, so that the system dynamics on the reconstructed attractor is homeomorphic to the dynamics on the original attractor. For noise-free infinite time series generated from a dynamical system, Takens’ theorem assures that generically all the dynamical properties on the original attractor in \( M \) can be preserved on the reconstructed attractor in \( \mathbb{R}^m \), i.e. the transformation \( \Phi \) from \( M \) to \( \mathbb{R}^m \) is an embedding [34] (see Fig.1.1). According to Takens, the sufficient dimension \( m \) for \( \Phi \) to be an embedding is \( m \geq 2 \lceil d \rceil + 1 \) (\( m \) is therefore called embedding dimension). In [28], this condition is relaxed to \( m \geq 2d + 1 \). Assuming the reconstruction is successful, the original system function \( f \) on the original attractor can be approximated by a function \( F \) on the embedded attractor.

1.2.2 The methods

Several methods for reconstruction have been suggested and many techniques have been proposed to estimate their parameters but their validity is questionable. In paper 1, the two most prominent reconstruction methods and the techniques for estimating their parameters are discussed.

The most simple and popular method to reconstruct points in \( \mathbb{R}^m \) from scalar data is the method of delays (MOD). The reconstructed vector is

\[
x_k = [x_k, x_{k-\rho}, \ldots, x_{k-(m-1)\rho}]^T
\]

and \( \tau = \rho \tau_s \) is the delay time. Obviously, the vector \( x_k \) carries information from a segment of the time series from the time \((k - (m - 1)\rho)\tau_s \) to time \( k\tau_s \) covering the time window length \( \tau_w = (m-1)\tau \). According to the theoretical condition \( m \geq 2d+1 \),
there are many possible values for the parameters $m$, $\tau$, and thus $\tau_w$, that yield valid reconstructions. However, with limited or noisy data the parameters must be carefully selected.

Many researchers have overlooked the importance of the parameter $\tau_w$ and concentrated on the parameters $\tau$ and $m$ solely. The applicability of the techniques estimating $\tau$ and $m$ are discussed in paper 3 with a critical view as to their validity. It turns out that the suggested estimates of $m$ and $\tau$ are not always proper, and some examples are given in paper 3 showing that the results from some well-known estimation techniques are questionable. The main reason of the insufficiency of the estimates of $\tau$ and $m$ is that these parameters are considered as independent but often the estimation of the one depends on the value of the other.

In paper 3, a new perspective for the reconstruction problem is given based on the role of $\tau_w$ and it is shown that this is the overall parameter for successful reconstruction. Once $\tau_w$ is determined, the selection of $\tau$ and $m$ is of less importance. Certainly, there are still constraints on $m$. The condition $m \geq \lceil d \rceil$ should hold to avoid bad projections. On the other hand, in the implementation of some methods, a large $m$ can cause numerically unstable solutions (as in the prediction with local linear maps, see paper 8). Similar constraints apply to $\tau$, e.g. a small $\tau$ may also be inappropriate for some implementations (as in the measure of distances with the maximum norm, see paper 5).

The parameter $\tau_w$ yields any reconstruction method because in any case, the objective is to pass information from the samples within a time interval $\tau_w$ to a vector $x_k \in \mathbb{R}^m$. Geometrically, the samples in the window $\tau_w = (m-1)\rho \tau_s$, i.e. $x_k-(m-1)\rho$, $x_k-(m-1)\rho+1$, \ldots, $x_k$ can be considered as coordinates in $\mathbb{R}^p$, where $p = (\tau_w + 1)/\tau_s$.

A reconstruction technique based on $\tau_w$ that gives $m$-dimensional point vectors $x_k$ can
thus be seen as a transformation $B : \mathbb{R}^p \to \mathbb{R}^m$. With MOD, $B$ is a simple projection giving the subspace defined by the $m$ selected coordinates $x_k - (m-1)\rho, x_k - (m-2)\rho, \ldots, x_k$ employing the delay $\tau = \rho \tau_s$. Other reconstruction techniques implement more complicated $B$ transformations, as the one employed in the Singular Spectrum Approach (SSA). This method yields first a transformation of the natural coordinate system to another orthogonal system using the SVD on the initial data matrix of dimension $p \times (N - p + 1)$, ranking the $p$ new directions according to the variance they explain. Then the projection onto the $m$ first directions completes the transformation $B$ of SSA.

The SSA method seems to have proponents and opponents and there is some confusion regarding its applicability to chaotic time series. In paper 7, a fair comparison of MOD and SSA is attempted and it is shown with simulations that the two methods are equivalent under the same $\tau_w$ for noise-free data. For data corrupted with white noise, SSA gives better reconstructions for invariant estimation because it has an in-built filter for white noise.

In applications with short or noisy time series (or both), only a limited range of $\tau_w$-values is likely to work. In paper 3, it is found that values of $\tau_w$ around the mean orbital period $\tau_p$ are the most appropriate, at least for the estimation of the correlation dimension that is used as a test tool. In the paper, evidence for this choice is given based on the dynamic properties of the underlying system. Dealing with real world data, $\tau_p$ is not known a-priori and has to be estimated from the data. Empirically, $\tau_p$ can be found from the form of the oscillations of the time series, detecting repeated patterns in the time series. The simplest repeated pattern is a single oscillation and then $\tau_p$ is estimated as the average time between peaks. For more complicated patterns filtering may be employed to facilitate the estimation of $\tau_w$.

Concluding this chapter on state space reconstruction, paper 3 elucidated some points regarding the selection of the optimal parameters for reconstruction with MOD, established the importance of $\tau_w$ and proposed a simple empirical way to estimate the optimal $\tau_w$ from the mean orbital period $\tau_p$. Moreover, the paper 7 showed with simulations that the two reconstruction methods MOD and SSA give equivalent results under the same $\tau_w$. However, SSA can perform better with noisy data employing a state space filter. All these results were evaluated using estimation of the correlation dimension.

### 1.3 Correlation Dimension

Among all invariant measures, most attention has been given on the correlation dimension. The correlation dimension has been a standard tool for the investigation of chaos in many applications, as in physiology and geophysics. This measure has been popular because it gives a fairly good approximation of the fractal dimension and is easily computed.

#### 1.3.1 The method

The strange attractor generated from a chaotic system is typically a fractal object, i.e. it is self-similar on different scales. A fractal object, or fractal, is characterized by a fractal dimension, a non-integer number less than the topological dimension of the object. Considering the object as a set of points, its fractal dimension is related to the point distribution in the state space. In Fig. 1.2, six fractal objects are shown, the three first
are strange attractors generated by chaotic maps (logistic, Henon, Ikeda), and the other three are strange attractors generated by chaotic flows (Rössler, Lorenz, Rabinovich). The attractor of the logistic map covers almost completely the line segment \((0, 1)\) (except a countable infinity of periodic points), and the fractal dimension is \(d \approx 1\). The Henon attractor seems to form lines and has \(d \approx 1.21\), the fractal dimension is closer to one than to the topological dimension two. The Ikeda attractor has a fair distribution on the plane justifying that \(d \approx 1.6\). Similarly, the Rössler and Lorenz attractors seem to lie on two planes and have \(d \approx 2.01\) and \(d \approx 2.06\), respectively, while the Rabinovich attractor seems to be more expanded in three directions and has \(d \approx 2.19\).

The correlation dimension measures the point distribution of the attractor in state space. For time series, the state space is the reconstructed state space \(\mathbb{R}^m\). For the points in this space, the correlation integral is computed first. The correlation integral for a distance \(r\) is the average number of points on the attractor that are less than \(r\) units apart

\[
C(r) = \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \Theta(r - \|x_i - x_j\|),
\]

where \(\Theta(x)\) is the Heavyside function (\(\Theta(x) = 0\) if \(x < 0\) and \(\Theta(x) = 1\) if \(x \geq 0\)) and \(\|\cdot\|\) is the norm for distance measuring [7]. Temporally close points are usually omitted in the computation of the average in eq.1.4. The correlation dimension \(\nu\) is given by the scaling law \(C(r) \sim r^\nu\) for \(r \to 0\) and \(N \to \infty\). All strange attractors possess this scaling property. In practice, \(\nu\) is found from the local slope of \(\log C(r)\) vs. \(\log r\) over a range of small \(r\)-values, where \(C(r)\) is computed over the available \(N\) data. In order to obtain a reliable estimate of \(\nu\) given a time series, the same scaling should be observed for increasing embedding dimensions establishing the so-called saturation property. For flows, the reconstruction parameter to be tuned is not \(m\) but the time window length \(\tau_w\) as was argued in paper 3.

A legitimate estimate of the correlation dimension \(\nu\) should fulfill the two conditions of clear scaling and saturation. Both of the conditions hold for noise-free infinite chaotic time series and arbitrary reconstructions satisfying Takens’ criterion. For finite and noisy time series, the reconstruction setup must be carefully chosen in order to maintain scaling and saturation.

In paper 3 and paper 7, the estimation of \(\nu\) was used as a tool to assess different reconstructions. Moreover, in paper 3, \(\nu\) was estimated from real data including the Taylor Couette experiment [5] and EEG data from epileptic seizures, and it was found that confident estimates of \(\nu\) could be obtained for suitably selected \(\tau_w\) around the mean orbital period \(\tau_p\). For noisy limited data in general, there is no guarantee that confident estimates of \(\nu\) can be obtained regardless of the reconstruction setup. For example, scaling may be masked by noise completely.

1.3.2 Correlation dimension as discriminative statistics

The estimation of \(\nu\) may be employed in order to determine the fractal dimension, exactly or approximately depending on the quality and nature of the data, or in order to distinguish different data types. The former requires reliable and confident \(\nu\) estimates while the latter requires only statistically significant differences of the \(\nu\) estimates from the different data types.

Correlation dimension estimation was used in paper 4 as a discriminative statistics to distinguish healthy subjects from patients of various vertigo diseases based on optokinetic data (OKN). The correlation integral was computed for points reconstructed
Figure 1.2: Strange attractors of chaotic systems: (a) Logistic map, $x_{i+1} = 4x_i(1-x_i)$, (b) Henon map [10], (c) Ikeda map [11], (d) Rössler flow [26], (e) Lorenz flow [16], and (f) Rabinovich-Fabrikant flow [25].
with SSA and for increasing $\tau_w$. Scaling and saturation were investigated with an automatic process for each OKN time series. A statistical test on 10 healthy and 10 sick subjects showed significant difference in the $\nu$ estimates of the two groups.

1.3.3 Interdistance measure

The estimation of the correlation dimension from noise-free data is straightforward and without problems, apart from the selection of suitable reconstruction parameters to account for the limited length of the data. When there is noise in the data, the setup for estimation has to be carefully examined for robustness to the noise factor. Particularly, the measure of point distances may be sensitive to noise.

In paper 5, the effect of noise on the computation of point distances with different norms when estimating $\nu$ was studied. In the presence of noise, a norm may be considered as a stochastic variable being a function of the noisy point difference vector $(x_i - x_j$, see eq.1.4). A statistical analysis of the three most prominent norms, the taxicab norm $L_1$, the Euclidean norm $L_2$, and the maximum norm $L_\infty$, in measuring noisy point distances revealed distinct statistical differences. For example, the $L_1$ norm is more sensitive to noise when the point difference vector is close to some coordinate axes of $\mathbb{R}^m$ and the $L_\infty$ when it is close to the diagonal or antidiagonal. On the other hand, $L_2$ is not sensitive to any particular direction, it has a so-called circular dependency on the point difference vector. Based on these statistical properties, the drawbacks of the norms in the estimation of $\nu$ from noisy data can be anticipated.

In paper 5, the drawbacks of the norms were investigated in a systematic way and using corrupted data from many different chaotic maps and flows. The following results were reached:

- $L_2$ is the most robust norm to noise for measuring point distances,
- $L_\infty$ gives the least biased $\nu$ estimates for noisy time series generated from chaotic maps,
- the performance of $L_1$ and $L_\infty$ on flows varies with the application and the reconstruction setup.

The results above do not pertain only the correlation dimension estimation but any method estimating scaling properties from point distances, i.e. other dimension measures and entropy.

1.3.4 Correction of the correlation dimension estimation from noisy data

Noise corrupts the scaling on the range of $r$ distances up to the noise amplitude, and then $\nu$ can be estimated only from the scaling for larger $r$. For systems retaining the scaling property only for small $r$ or in applications with moderate or large noise levels the estimation of $\nu$ deteriorates. There are two different approaches to solve this problem. One is to filter out the noise from the time series (nonlinear filtering [14]) and then use the filtered time series to estimate $\nu$. The other is to compensate for the effect of noise in the computations directly when estimating $\nu$. The latter approach was adopted in paper 6.

The correction algorithm for the estimation of $\nu$ presented in paper 6 relies on a nice statistical property of the $L_2$ norm, i.e. the circular dependency of the norm on
the point difference vector. When noise is added on the point difference vector the norm is positively biased. Subtracting the bias, the noise-free point distance can be estimated. Alternatively, when a noisy point distance is compared to a given distance $r$, one can reduce $r$ with a quantity that accounts for the bias and retrieve the noise-free case. This is implemented to correct the estimation of $\nu$. The correlation integral $C(r)$ of the noisy data is computed as before (using the $L_2$ norm) and a new $r'$ is found from the statistical bias of the $L_2$ norm. Then the corrected estimate of $\nu$ can be found from the local slope of the graph $\log C(r)$ vs $\log r'$ over a range of $r$ around the noise amplitude. The method was tested on many simulated data corrupted with different levels of white noise, and the original $\nu$-estimates could be retrieved up to moderate noise levels (for most systems up to 10% – 15%). Moreover, the correction algorithm was applied to data from the Taylor Couette experiment and from epileptic EEG. In both cases, a more clear scaling could be observed after the correction was applied probably due to the unmasking of the scaling for distances around the noise amplitude.

1.3.5 Conclusions

Many researchers to date disregard the correlation dimension estimation in the analysis of chaotic time series claiming that there is little information to gain using this tool. They rely on other tools such as the Lyapunov exponents. On the other hand, many papers are still published presenting results on the estimation of $\nu$ from real world data of limited length for which the estimation of Lyapunov exponents would be difficult because it requires larger data size.

It is fair to say that the correlation dimension has been a useful tool in chaotic time series analysis. In this work, it has been used as a tool to assess the reconstruction setup (paper 3 and paper 7) and as discriminative statistics to distinguish different types of optokinetic data (paper 4). Moreover, the algorithm for the computation of $\nu$ was studied with focus on the distance of noisy points. Some interesting results were derived regarding the appropriateness of the different norms in the estimation of $\nu$ from noisy data (paper 5). Further, a new algorithm was proposed to compensate for the effect of noise in the estimation of $\nu$ (paper 6).

1.4 Local Prediction

Time series prediction has traditionally been a popular subject and an active area of research. Concerning chaotic time series, prediction has often been used as another tool to investigate chaos, treating nonlinear short-term predictability as an invariant property of the underlying system. If the underlying system is chaotic the prediction error (due to error in the initial conditions and in the model fitting) amplifies exponentially with time. For regular deterministic data, no amplification of error with time should be observed, and for stochastic data, the error may grow following another power law [39]. Moreover, the rate of the error amplification indicates the complexity of the chaotic mechanism.

Apart from the dynamical information one may seek by applying nonlinear prediction, another more challenging objective would be to achieve best predictions for the problem at hand. This is the case with many applications in different disciplines, from biology, to astrophysics and economics. It has to be mentioned that in the chase of optimal future point estimates, the statistical confidence of these estimates is often overlooked and most models are used without any concern for the variance of the
In chaotic time series prediction, the models are defined directly from the data (data driven or empirical models) and often they give little insight into the nature of the underlying process. Therefore they are often referred to as black-box models. In Paper 2, a review of this large category of models is made, and the models are classified further as global models (e.g. polynomial maps), local models (linear maps, weighted simplices), and semilocal models (neural networks, radial basis functions). The research work of the thesis on prediction is made on the local linear prediction models.

### 1.4.1 Local linear prediction models

The rationale behind local linear models is to define a linear least square problem locally for each target point a prediction is desired. So, the global prediction model is actually the concatenation of many local linear models, one per target point. To elucidate, assume that measurements up to time \( i \) of some quantity are obtained and the value at time \( i + 1 \) is sought. Assume also that points are reconstructed from the data following the MOD method with a suitable selection of \( m \) and \( \tau \) (or \( \rho \)). Then any linear prediction algorithm consists of the following three steps:

1. Find the neighbors of the target point \( x_i = [x_i, x_i-\rho, \ldots, x_i-(m-1)\rho]^T \).
2. Assume a linear model for the neighbors and their one-step ahead mappings and find the parameters of the model.
3. Find the one-step prediction applying the model to the target point.

The multi-step prediction can be found directly from the linear model that approximates the multi-step ahead mapping. Alternatively an iterative scheme can be applied, i.e. starting with the scheme for one-step prediction, construct a target point for time \( i + 1 \), repeat the one-step prediction and so on until the desired time is reached. There are plenty of modifications and improvements of the standard local prediction scheme presented above. Worth mentioning is weighting of the neighbors in order to account for the level of closeness of the neighbor points to the target point. However, in the work presented below the standard setup is adopted and the new ideas and modifications concern only the linear model.

### 1.4.2 Regularization of the ordinary least squares

The ordinary linear model is the straightforward solution of the least squares, solving the linear problem of \( m \) unknowns (assuming the local points are centered first) in \( k \) equations, where \( k \) is the number of neighbors. The problem has a least norm solution for \( k \geq m \) but when \( m \) is close to \( k \) the solution has a large variance. The solution deteriorates significantly and systematically when there is noise in the data, and then there is need for regularization of the ordinary least square (OLS) solution. This is the subject of Paper 8.

In linear regression analysis, a number of regularization techniques have been developed but they have been overlooked, or at least not yet applied, in local linear prediction. Many of these techniques are well established in various application areas, as the principal component regression (PCR) and the partial least squares (PLS), while others are less used in applications but have appealing statistical properties such as the ridge regression (RR) and the truncated total least squares (TTLS). As shown in Paper ...
8, all these regularization techniques have somehow different statistics but their common feature is that they reduce the variance of the solution offering some bias. Thus they may give more confident predictions and perform better than OLS in the presence of noise or with $k$ close to $m$ (see paper 8).

All the regularization techniques except TTLS seem to work better than OLS on noisy data, and are actually compatible with other more sophisticated prediction tools such as neural networks. Moreover, they compensate for the drawback of OLS with few neighbor points (small $k$) and they are especially useful in applications with low data density, i.e. time series of short length.

The most robust of the regularization techniques seems to be the PCR, which is simply a rank reduction of the OLS. It gives often the best predictions on noisy data when the rank reduction is properly selected. Applications on the real sunspot data showed that the regularization techniques, and particularly PCR, is at least compatible to neural networks and outperform the classical bench-mark threshold autoregressive model. However, the results on local linear prediction should be considered preliminary and there is ongoing work on this topic.

1.5 Conclusion and Suggestion for Future Work

The work in this thesis has been concentrated on three important topics in the study of chaotic time series: state space reconstruction, correlation dimension and local linear prediction. These topics were first reviewed by the author and his collaborators in two review papers (paper 1 and paper 2).

The importance of the time window length $\tau_w$ in state space reconstruction was established (paper 3). It was shown that the quality of the reconstruction is more dependent on $\tau_w$ than on the reconstruction method, MOD or SSA, or its specific parameters (paper 7). A new setup for reconstruction was designed selecting the $\tau_w$ from the mean orbital period $\tau_p$ and the appropriateness of this reconstruction scheme was tested on many types of data (paper 3).

In the estimation of the correlation dimension, the reconstruction has to vary in order to evaluate the saturation property. According to the proposed reconstruction setup, the saturation is expected to be observed for $\tau_w \geq \tau_p$ if it can be observed at all (paper 3). This approach was adopted in the estimation of the correlation dimension $\nu$ of the optokinetic data. The estimation of $\nu$ was applied to time series of 10 healthy and 10 sick subjects and a significant difference between the two groups was found (paper 4). However, the ensembles were small and a meta-analysis with many optokinetic data is required to assess this result. The number of optokinetic data gathered to date are not sufficient to start such an analysis.

Further, the focus was on the algorithm for the estimation of $\nu$ from noisy data. It was shown that the use of different norms to measure the distances of the noisy points may give different results (paper 5). The statistical analysis of the $L_1$, $L_2$ and $L_\infty$ norm, showed that $L_1$ and $L_\infty$ are sensitive to some particular directions in state space while $L_2$ is not. The estimation of $\nu$ with the three norms on different reconstruction setups and different data types confirmed the robustness of the $L_2$ norm (paper 5). Then a correction scheme for the estimation of $\nu$ from noisy data was designed based on the systematic bias of the $L_2$ norm (paper 6). The correction scheme performs well on data corrupted with white noise but in some applications the measurements may involve correlated noise. Further work is needed here, to modify the correction scheme or fix the reconstruction properly to account for correlated noise. Applications of the
correction scheme to data from the Taylor Couette experiment and from the epileptic EEG gave promising results. It would be interesting to apply the corrected estimation of $\nu$ together with the proposed reconstruction setup to other real world time series that are expected to have a moderate level of observation noise. There is a continuing communication with the State Center of Epilepsy and a project along these lines will soon start focusing on EEG data before and at epileptic seizure.

Concerning local linear prediction, the main contribution was to introduce the regularization techniques, which are well known in other areas, but little referred to or used in chaotic time series analysis. It turned out that these techniques are actually very useful when the data are corrupted with noise and outperform the ordinary least squares model (paper 8). The preliminary results on local linear prediction using regularization are promising and there is ongoing work on this topic. It seems that for one-step prediction, a small time window length $\tau_w$ (or embedding dimension $m$ for fixed delay $\tau$) is appropriate but for predictions further into the future a larger $\tau_w$ (or $m$) is required. The latter suggests the use of $\tau_w$ up to the mean orbital period $\tau_p$, which was found to be optimal for the invariant estimation. For large $m$ (close to the number of neighbors $k$), the ordinary least squares suffers and is not suitable for predictions while the regularization techniques seem to be robust to the increase of $m$. Thus a topic for investigation is whether a large $m$, such that $\tau_w \approx \tau_p$, would improve the predictability of the regularization methods for prediction times larger than $\tau_p$. Moreover, in the multi-step prediction, an a priori estimate of the uncertainty of the prediction in each step may be taken into account to design an automatic scheme that changes between direct and iterative prediction. There is ongoing work also on this topic.

There are still other topics for further investigation, especially on the local linear prediction, but any further research should be accompanied with a broad application to real world data.
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